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Design of Dual Pressure Heat Recovery Steam Generator
For Combined Power Plants

Abstract

Heat recovery steam generator is considered as one of the most important
components of combined cycle power plants. Any change in its design would directly
affect the performance of the steam cycle and therefore the performance of combined
cycle power plants. The current research has been focused to find a suitable engineering
design for heat recovery steam generator to be used in simple gas turbine unit of a
power output of 138MW such as those in Beijie gas turbine unit in north of Iraq .The
study of heat transfer coefficient effect between the exhaust gases leaving the turbine
and the working fluid in steam generated was adopted for engineering design . Results
show, that the maximum heat transfer occurred in the evaporator section for high
pressure leveland it occurred in the economizer section for low pressure level. However
,the optimum design pressure for high pressure level of steam generator is 60 bar ,while
low pressure level is found to be 6.0bar .

Keywords: Combined cycle power plant, Design of HRSG, Heat transfer coefficients
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Abstract

An experimental study for heat transfer from a finned bundle of tubes immersed in shallow

gas fluidized bed had been done in this work. The main objective is to know how heat transfer from
the tubes and the fluidized bed. A focus study was concentrated on each row .two experimental test
rigs had been designed and constructed for this purpose. The first one consists of nine finned tubes
arranged in three rows (in-line),and the second one arranged in staggered arrangement .calibrated
thermocouples were fixed on the tube surface to measure the temperature. In this research, the
following fixed and variable parameters were considered:

- Power input (125 W for each row )

- Fluidized bed height ( 15 cm)

— Tube diameter and the material of the tube. (12.5 mm , copper trade)

- Fins thickness and shape. (1 mm, circuler )

The effect of the following parameters were studied :

- fluidization index :The fluidization index had been changed
(N= 4,5,6,7 & 8). Temperature had been record for each case, and the heat transfer coefficient had
been calculated. The effect of fluidization index on heat transfer coefficient had been studied . Nusselt
number based on both tube and particle diameters were investigated . It had been found that the one
based on particle diameter is more than that the other based on tube diameter .

- Particle diameter : five river sand particles diameter were used in this research (0.18 ,0.275
,0.37 .0.51 & 0.64) mm .It had been found that particle diameter has a great effect on heat transfer
coefficient .The heat transfer rote is inversely proportional to the particle diameter . Archimedes
number had been calculate and found that particle diameter is proportional to Archimedes number.

- Tubes arrangement : It had been found that staggered arrangement is better than in line
arrangement with a proportion of (10-15%) Also, staggered arrangement has significant effect on sand
cap formation and air bridge formation .All equations are write by this formula:

Key words : Heat transfer ,Fluidized bed , Heat transfer coefficient
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REAL H,EF,HC,CF,C1,C2,C3,C4,C5ERROR

INTEGER 1,J
! **x* FOR STAGGERED &IN-LINE USE THIS DIMENSION****
DIMENSION H(9),HC(9),EF(9),CF(9)

C1=0.98187
C2=4.05E-4
C3=1.1E-7
C4=1.14E-11
C5=0.605
I J=50
J=0
5  J=)+1
1=0
10 1=1+1
READ H(l)
15 EF(1)=CL1-C2*H(I)+C3*H(1)**2-C4*H(1)**3
CF(1)=1.0-C5*(1.0-EF(1))
HC(1)=H(1)/CF(1)
ERROR=(H(1)-HC(1))
IF(ERROR.LE.0.001) GOTO 20
H(I)=HC(1)
GOTO 15
20  WRITE(L,*) "HC=",HC(l),"EF=",EF(l),"CF=",CF(l)
IF(1.EQ.9) GOTO 30

GOTO 10

30  IF(J.EQ.50) GOTO 50
GOTO5

50 STOP

END
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Study the influence of different additives on the mechanical
properties of euxit50 epoxy

Ahmed Nafe Rashid Ahmed S. Abdulaziz  Yasir M. Al Hbaite

Ahmad akkash@yahoo.com ahmed hanoon@yahoo.com yasirmh2005@yahoo.com

Mosul University / Engineering College / Mech. eng. Dept.

Abstract:

This research work includes experimental study on the effect of adding different additives
to an epoxy to obtain different epoxy base composites with improved mechanical properties.
Different types of materials were chosen as additives .The first type is metallic particles of
aluminum , zinc and iron filing which added in two weight percentages (10 wt.%) and (20
wt.%) to the epoxy. A second type of added materials are polymer mesh and fiber mat
(chopped mat). Two types of specimens were prepared according to ASTM specification D-
1002 to measure the shear strength these are galvanized steel and acrylic . It was noticed
from the experimental results that there is an improvement of shear strength of the epoxy
base composites and the iron filing has the greater effect as compared with the other added
metallic materials especially when the addition percent is 20 wt.% as a weight percentage.
It was noticed also, that adhered steel to steel specimen shows an improvement in the shear
strength whereas lower the shear strength was found when the same mixtures was used for
adhering the acrylic-acrylic specimens .It was found that the hardness of the mixture
increased as compared with the hardness of pure epoxy and it is varied from mixture to
another depending on the added material .Also the density of each mixture was measured
and it was noticed that addition of metallic materials to the epoxy increase the density of
the epoxy base composites.

Key words:Epoxy, Reinforcement materials, Shear strength, Adhesion.
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Introduction:

Epoxy resins are one of the most important classes of thermosetting polymers which are
widely used as matrices for reinforced composite materials and as structural adhesives,
so improving the mechanical properties of the epoxy was the aim of many researches [1]. The
processes of improving the mechanical properties is performed by the addition of metallic
materials and sometimes filler to the epoxy to form composite materials. Sapuan.S.M. et al.
found that the tensile and flexural strengths of the epoxy coconut filler composites were
affected by the amount of filler in the composites, the more the filler content the higher the
strength. Moreover the materials have become harder with the increase in filler
contents[2].Yilmaz.M.G. et al. showed that higher percentage of CaCOgj content in
UPR/GFR/CaCO3; composite lead to higher tensile strength, hardness and less percentage of
elongation at break[3]. Also Shivamurthy.B.et al.found that increasing filler content in the
GE composite enhances young modulus, flexural strength, surface hardness, brittleness and
decreases the tensile strength and elongation at break [4].Kahraman.R. et al. found that the
epoxy adhesive retains its strength up to 50 wt% with aluminum reinforcement content
,besides the addition of reinforcement particles to the epoxy will improve its strength and
reduce the quantity of resin; hence the total cost is reduced [5]. Aljoboree.A.A. et al. found
that the impact strength, tensile strength and compression strength are significantly improved
with addition of glass fibers to the epoxy type (EP-10) [6] .Finally Almosawi.A.l. et al.
showed an improvement in the mechanical properties( impact strength, tensile strength,
compression strength and flexural strength) for the resin (AY103) with addition of carbon
fibers [7]. In this research different additive materials were used to improve the mechanical
property of epoxy type (euxit50) .

Experimental work

This research includes the effect of addition of different additive materials on the
mechanical properties of composite material. The process of manufacturing composite
specimens consisted of matrix and additives. The experimental work includes preparation of
the resin epoxy type (euxit50) which is manufactured by (swisschem). The (euxit50) is a low
viscosity component epoxy resin system with formulated amine hardener ,the mixing volume
ratio (A/B) is equal to (3/1) where (A) is the epoxy resin and (B) is the hardener. This type of
resin has the ability to undergo a slow transformation from the liquid state to solid at room
temperature (curing process).The second step of the work include preparation of additive
materials which include five types : iron filing, aluminum , zinc , polymer mesh and fiber mat
(chopped mat). A Standard single lap joint (Figure 1) was used to evaluate the composite
property according to Annual Book of ASTM standard [8] and according to this specification
the adhesion area is equal to (12.7x25.4) square millimeters. The weight percentages of
addition the metallic materials were chosen as (10wt.% and 20wt.%) , hence different types
of epoxy base composites were obtained and different sets of adhered specimens were
prepared for testing and compare the results with those adhered by pure epoxy. Each set
consists of two specimens of similar material adhered by the epoxy base composites. Two
types of raw materials were chosen to manufacture the specimens low carbon steel
(galvanized steel) and the acrylic. Lap shear test, density and hardness tests were performed
for the sets of specimens which adhered by different types of epoxy base composite. Figures(
2 and 3) represent the equipments used in the experimental work . A tensile machine
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WOLPERT type capacity of 50KN as shown in Figure 2 was used to test the shear strength
of the adhered specimens .The hardness test was carried out using hardness machine (Brooks)

as shown in (Figure 3).Figure (4) shows acrylic and galvanized steel specimens before and
after the test.

Figure(2): tensile machine Figure(3): hardness test

Figure(4) acrylic and galvanized steel specimens before and after the shear test
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Analysis and discussion:

Table(1):Results of lap shear test for galvanized steel specimens

Specimen no. Specimen type Shear load (N)
1 Pure epoxy 1700
2 10% aluminum 2400
3 10%aluminum+ fiber mat 1125
4 10%aluminum+ polymer mesh 1905
5 20%aluminum 1840
6 20%aliminum-+fiber mat 1290
7 20%aluminum +polymer mesh 1420
8 10% iron filing 1835
9 10% iron filing +fiber mat 1690
10 10% iron filing+ polymer mesh 1420
11 20%iron filing 2680
12 20% iron filing+ fiber mat 2125
13 20% iron filing +polymer mesh 1740
14 10%zinc 2125
15 10%zinc+ fiber mat 1140
16 10% zinc+ polymer mesh 2050
17 20%zinc 1950
18 20% Zn +Fiber mat 2090
19 20% Zn +Polymer mesh 2450
Shear 3000
load
(N) 2500 +
2000 T
1500 +
1000 +
500 +
O .
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

Figure(5):Results of lap shear tests for the galvanized specimens
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Effect of adding metallic pow ders on shear load of
metallic specimens

Figure(6):effect of adding metallic particles on shear load of galvanized specimens
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Figure(7):Densities of different epoxy mixtures
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HRR 20% 100/ 20%
100 - 10% FE ° AL
10% 20% FE ss.4 89.5 PURE
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Figure(8):Hardness values (HRR) of different epoxy mixtures
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Table(2): Results of lap shear test of acrylic specimens

Shear load(N) Specimen type
1660 pure epoxy
1090 10% aluminum
1240 20%aluminum
1135 10%iron filing
1225 20% iron filing
1200 10% zinc
1175 20%zinc
1450 Polymer
1250 Fiber
pure
shear epoxy
load(N) Polymer
1800 - 1660 mesh o
1600 - 20%AL 10%FE  20%FE 10%ZN 20%ZN 1450
1400 HOPAL 1240 1225 ] 1250
1200 - 1000 0 2H 0 i 7 ]
1000 ]
800 +
600 -
400
200 -
1 2 3 4 5 6 7 8 9

Figure(9):Results of lap shear test of acrylic specimens

The figures (5 to 9) represent the testing results of epoxy base composites obtained
through the experimental work. In the majority of applications, the largest stresses on an
epoxy is shear not tensile ,for this reason we perform a specimens can be tested in lap shear
test and this coincides with [10].Figure(5)shows the results of lap shear test for all fabricated
specimens and figure (6) shows the effect of addition of metallic particles on the shear
strength.It was noticed from these figures that there is an improvement in the shear strength
of the fabricated composites as compared with the shear strength of the pure epoxy .i.e.
without any additives because these reinforcing(additive) particles tends to restrain
movement of the matrix phase in the vicinity of each particle so the matrix transfers some of
the applied stress to the particles which bear a fraction of the load . According to this fact it’s
clearly observed that all the particulate additives improve the shear strength, for example the
20 wt% Fe increased the maximum shear load from (1700 N) to (2680 N), the same
happened with other additive (10wt.% AL10wt.% Zn,10wt.% Fe...etc) but with less
improvement. Also it was found that the other materials added to the epoxy (fiber mat and
polymer mesh) improve the shear strength very well as compared with the pure epoxy

31



2013/11/21-19 (0 858U Jaa gpall dnalay — dnadigl) A0S o M) Gy gall (G (pandigl) s 3al)

especially the specimen which contain(20 wt.% Zn with polymer mesh) and this is due to the
properties of composites which is a function of the properties of the constituent phase ,their
relative amounts and the geometry of the particles[11]. In some cases the fiber additives gave
confused results, the (10 wt.% aluminum + fiber mat ) decrease the shear strength from
(1700 N ) to (1125 N), this can be related to the interplay hybrid laminates effect. The
densities of the composites fabricated in this research is shown in figure (7). It was found
that the density of the epoxy base composites were increased according to the type and
amount of metallic additives due to their higher density so , the density of each added
material has an effect on the density of the composite obtained .i.e. density of pure aluminum
added which is equal to (2.7)gm/cm® gave light composite while the density of iron filing
added which is equal to (7.8)gm/cm® gave the heaviest composite material as compared with
the density of the pure epoxy which has the minimum value as compared with these epoxy
base composites and this is coincides with[10]. This fact can be utilized as an indication to
estimate different mechanical properties of epoxy resin [12] .

The hardness also is measured in this research using Rockwell (R type) and the results
obtained show that the addition of the metallic particles increases the hardness of the epoxy
base composites which is considered a useful approximation of the rigidity of the epoxy
mixture and the higher hardness values indicate a more rigid material while a lower values , a
softer one[10].Figure(8) shows the hardness results of pure epoxy and the composites
containing varying weight percentages of (Fe, Al and Zn) particles. It is noticed from the
figure that the addition of (Fe, Al and Zn) particles to epoxy matrix enhance the hardness of
the composites as compared with epoxy , especially the specimen contain (20wt.%)
aluminum added to the epoxy as a reason of the relatively light weight of this type of added
particles so the applied load can be supported by these particles not by the soft epoxy only
and the same results were obtained by Sapuan.S.M. et al. [2] andYilmaz.M.G. et al. [3] and
this can be related to the difference of the mechanical properties of the particles themselves,
their size and the effect of particles on the viscosity of the epoxy which will influence the
distribution of the particles through the composite , Stabik.J et al[9] referred to that in their
research. The same procedure of the experimental work is repeated for another type of
specimens (acrylic specimens) and the results shows a reduction in the shear strength of the
epoxy base composite as compared with the pure epoxy , which means that this epoxy has
low tendency to adhere to the surface of acrylic. Figure(9) represent these results. A similar
result was accomplished by Sapuan.S.M et .al[2].

Conclusions:

1-1t is possible to improve the shear strength of the epoxy type (euxit 50) by adding metallic
particles only especially iron filing particles.

2-The hardness value were increased by adding the metallic particles to the epoxy.

3-The densities of the epoxy base composites were also increased as compared to pure epoxy
depending on the type of particles.

4-Acrylic specimens show poor adhesion property which reflected on the mechanical
properties of epoxy base composites.
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Abstract

This search is dedicated to build mathematical model for the optimum design of
ejector refrigeration system for a cooling capacity (15) kw using the refrigerant “R-123”
as a working fluid for it’s good characteristics and high efficiency as compared with
other refrigerants. Also, the effect of the operating conditions variation, especially the
generator, condenser and evaporator pressures as well as the entrainment and
compression ratios, on the performance and design of the system components were
being studied.

For the system simulation, mathematical relations were represented for each
component which then combined together and programmed using (matlab) to optimize
the system performance and design the components at this situation. For the sake of
increase the thermodynamic cycle efficiency and utilize the residual refrigerant thermal
power when leaving ejector and condenser, two high effectiveness counter flow “Shell
and tube” heat exchangers have been used.

A satisfactory results were obtained having good agreement with the previous
researches and a COP value of (0.642). The results shows a suitable size of the designed
system such that it can be used in a wide range of cooling and refrigeration purposes
and there are a large effect of the generator pressure and temperature and the
entrainment and pressure ratios on the performance of the system.

KEYWORDS: Optimum Design , Ejector Refrigeration System
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Estimation of Hourly Solar Radiation Using ASHRAE
Clear-Sky Model for Baghdad City
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Abstract

The ASHRAE clear sky model is commonly used as a basic tool for solar heat load
calculation of air conditioning systems for building design. Therefore, an attempt has been
done to estimate hourly global solar radiation for Baghdad city (latitude: 33°20" N, and
longitude: 44°30' E) using ASHRAE model. The results of ASHRAE model are combined
and converted to monthly mean daily solar radiation to compare these results with monthly
mean daily solar radiation that measured at Iraqi meteorological department for five years
intervals (2004-2008). Comparison between estimated and measured values shows that the
results for Baghdad city provide good estimates of the hourly global radiation. The root mean
square error (RMSE), and mean bias error (MBE) for the presented model for global radiation
are used to validate the presented model at Baghdad station-lraq. The (RMSE) test was gave
results equal to 0.751%, and the corresponding mean bias error (MBE) was gave results
approach to 0.217%.

Keywords: ASHRAE model, solar radiation, Baghdad city.
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Introduction

The ASHRAE clear sky model is commonly used as a basic tool for solar heat load
calculation of air conditioning systems and building designs among the engineering and the
architectural communities in most countries [1].

The measured hourly values of solar radiation data are not available for large number
of stations. Thus, accurate estimation of hourly values of global solar radiation data is
essential for the design and performance evaluation of solar energy systems. Because of the
previous needs and the scarce nature of solar radiation measurements, a number of models
with varying degrees of complication, detail and accuracy have been developed. Some of
these models are either empirical and therefore are site-dependent or semi-empirical of a more
general nature when local parameters are input to them. Recent and more relevant among
these models are discussed later in the section on previous studies.

The hourly solar radiation can be estimated using daily integration approach [2]. It
requires measured value of daily solar radiation, which is not available for most of the
locations. This can be estimated by using sunshine hour data or temperature data. A model has
been developed based on latitude and altitude of a location to estimate monthly average global
solar radiation using sunshine hour and temperature data [3].

There are various methods which allow the conversion of daily solar radiation into
hourly values. The distribution of total radiation on a horizontal surface over a day was
examined such that the ratio of hourly to daily radiation could be correlated with the local day
length and hour angle [4]. The hours were designated by the time for the mid point of the
hour, and the days were considered to be symmetrical about solar noon. A model for hourly
solar radiation has also been developed to correlate it with the local time of day [5].

An attempt has been made to develop a new model to evaluate hourly solar radiation
on horizontal surface for Indian locations having different climatic conditions, using least
square regression analysis based on the ASHRAE model. Comparison between the estimated
and the measured values shows that the constants derived for Indian locations provide good
estimates of hourly solar radiation [6]. Also, an attempt has been made to estimate hourly
global solar radiation for the composite climate of New Delhi using regression analysis based
on the model proposed by Al-Sadah et al. [5]. Comparison between estimated and measured
values shows that the constants derived for New Delhi provide good estimates of the hourly
global radiation except for the morning and evening hours [7].

To account for regional variations of humidity and turbidity, ASHRAE published maps for a
parameter called ‘‘clearness number”’, for both summer and winter, for different regions in
the USA. This parameter is used to modify the radiation values obtained from the model. The
unavailability of these factors for other regions of the world prevented the use of this model
for these regions. The present work to develop adjustment factors to the ASHRAE clear-sky
model for Saudi Arabia is in the same spirit of these ‘‘clearness numbers’’. The ASHRAE
model was examined by Powell [8], by using data collected at 31 NOAA (National
Oceanographic and Atmospheric Administration, USA) monitoring stations in the year 1977.
The results confirmed the general validity of the model in estimating solar radiation under
cloudless conditions. The author reported that the model results were inaccurate for Canadian
sites mainly because of the unavailability of the clearness number, which was assumed to be
unity at these sites. Powell modified the basic ASHRAE model using elevation corrected
optical air mass instead of seasonal clearness numbers. The author claims that his
modifications made the model generally more accurate. Machler and Igbal [9] recognized the
above shortcomings of the ASHRAE model and revised the constants A, B, and C in view of
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the advancement in solar radiation research up to the 1980s. Further, they developed an
algorithm that uses horizontal visibility at ground level as a parameter for turbidity instead of
the clearness numbers used in conjunction with the monthly constants. Also, they modified
the model by introducing a correction humidity term that accounts for variable water-vapor
absorption. Galanis and Chatigny [10] presented a critical review of the ASHRAE model.
They pointed out some inconsistencies in the way the model is presented and formulated.
They suggested including the clearness number in the expressions of the direct and more
importantly in the diffuse irradiation under cloudless conditions. Also, they suggested to re-
write expressions for cloudy-sky conditions in a way that they reduce to the cloudless
formulation for zero cloud cover. The authors also pointed out that the results of the model
were acceptable when compared with actual data in the USA while they were not for
Canadian locations. They also showed that model results are sensitive to the clearness
numbers which unfortunately are only available for US locations.

Recently, Maxwell [11] developed a solar radiation model (called METSTAT model)
based on quality-assessed data collected from 1978 to 1980 at 29 US National Weather
Service sites. The model calculates hourly values of direct normal, diffuse, and global solar
radiation. The model input includes total and opaque cloud cover, aerosol optical depth,
perceptible water vapor, ozone, surface albedo, snow depth, days-since-last snowfall,
atmospheric pressure, and present weather. Although this model appears to be comprehensive,
its application is limited to locations where the above input data are available.

Rigollier et al. [12] presented another clear-sky model developed in the framework of
the new digital European Solar Radiation Atlas (ESRA). The model has explicit expressions
for both beam and diffuse radiation components. The parameters in the model have been
empirically adjusted by fitting techniques using hourly measurements over several years for a
number of European locations. Gueymard [13] presented two new models to predict the
monthly-average hourly global irradiation distribution from its monthly-averaged daily
counterpart. He found that a quadratic expression in the sine of the solar elevation angle fits
the data very well at all locations considered. Other parameters in these models include mean
monthly clearness index, average day-length, and daily average solar elevation.

Yang and Koike [14] developed a numerical model to estimate the hourly-mean global
solar-irradiance in which the upper-air humidity is considered. The authors defined a sky-
clearness indicator as a function of the relative humidity profiles in the upper atmosphere;
then they used this indicator to relate global solar radiation under cloudy skies to that under
clear skies.

In this paper, the ASHRAE clear-sky model is used to estimate the hourly global solar
radiation on horizontal surfaces in Baghdad, Iraq. The values of monthly averaged daily
global radiation on horizontal surface were obtained for Baghdad city for five years intervals
(2004-2008), [15]. The results of ASHRAE model were compared with those recorded at Iraqi
metrological department or from [15] to validate the results of presented model.

Methodology

There are many categories to estimate the hourly solar radiation on horizontal surface.
The ASHRAE clear-sky model is among these methods. In this model, the direct normal
irradiation is calculated by means of a simple equation containing two constants A and B
while the diffuse irradiation is given as a fraction C of the direct normal component. The
constants A, B, C are tabulated by ASHRAE [1] for each month of the year, giving 12 sets
of these constants. The model was developed for a ‘‘basic atmosphere’’ containing 200 dust
particles per cm® and a specific value of 0zone concentration. The amount of precipitate water
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varies for different months and is therefore accounted for via the different sets of constants.
Thus the 12 sets of coefficients reflect the annual variation of the absolute atmospheric
humidity. Because humidity had an influence on particle size of aerosols, the variations of the
constants B and C indicate a variation in turbidity as well. The constant A is related to the
solar constant. The tabulated values of A are based on work dating back to 1940, which
assumes a solar constant of 1332 W/m?. Recent accurate measurements yield an agreed-upon
value of 1367 W/m?.

Global Solar Radiation Calculation:-

The global solar radiation on horizontal surface is consisting of two main components,
beam and diffuse solar radiation components. Then the global solar radiation can be presented
as follows [1]:

Where 1, and 1, are hourly beam and diffuse solar radiation components in (w/m?).

Beam Solar Radiation:-
The direct solar radiation component on the surface normal to the sun’s ray, I,,, can

be presented as follows, [1]:

Ly = AX X[ B/COS(B) )]-ovrereeeeeieieiee i (2)

Where: A is the apparent solar radiation in (w/m?), B is the atmospheric extinction
coefficient (dimensionless), while 6, is the solar zenith angle in (degrees) which may defined
as the angle between the sun’s ray and the normal to horizontal surface as shown in Fig. (1).

N

Y

Fig. (1) Definitions of sun’s zenith angle.
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So the beam radiation component 1, on horizontal surface can be re-written as follows, [1]:

B = L X COS(B) ) ettt (3)
The solar zenith angle 6,, in (degrees) can be evaluated from the following equation, [16]:

c0s(6,, ) = cos(5)c0s(4)cos(@) + SIN(S)SIN(A) .+..veeeeeeeiieeiie e 4)

Where: § is the solar declination angle in (degrees) which shown in Fig. (2) may defined as
the angular distance of the sun’s rays north or south of the equator (north declination
designated positive) and it may calculated as follows, [16]:

S = 23.455in{w} ............................................................................... (5)
365

Where: d is the number of days of the year, which may starts with 1 at January 1%, and end at
365 at December 31

——

Sun's rays

A

Meridian of plane of sun's rays

Meridian of P
Fig. (2) Definitions of sun’s declination angle.

While, A4 is the latitude of place in (degrees), and « is the solar hour angle (Fig. 2) which
may defined as the angle through which the earth would turn to bring the meridian of the
point directly under the sun, [16]. In this work, the hour angle was evaluated at each mid hour
from sunrise to sunset times.

The hour angle @ can be regarded as the angular measurement of time, which it is
positive morning and negative evening, and it is equal to zero at local solar noon. The hour
angle can be estimated depending on apparent solar time AST which equivalent to 15° per
hour as follows [16]:

@ =15X (12200 = AST ).....oooerreeeeeesseeeeeees e ee s es e ees e (6)
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The apparent solar time AST can be defined as the number of hours before or after the local
solar noon. Solar time is based on the apparent angular motion of the sun across the sky, with
solar noon the time when sun crosses the meridian of the observer. The solar time does not
coincide with the local clock time. It is necessary to convert standard time to solar time by
applying two corrections. First, there is a constant correction for the difference in longitude
between the observers’ meridian and the meridian on which the local standard time is based.
The second correction is from the equation of time, which take into account the perturbations
in the earth’s rate of rotation which affect the time the sun crosses the observer’s meridian.
The difference in minutes between local standard time (LST) or clock time and apparent
solar time ( AST ) can be presented as follows, [16]:

AST = LST +4(Ly, — L)+ E e (7)

For Baghdad city the first correction which may present from longitude difference can be
ignored because Baghdad city was considered as the standard meridian for Irag. Then the

local longitude L, was coincided to standard longitude L . Then the above equation can
was re-written as follows:

AST = LT 4 E ot (8)
Where: Eis the equation of time in degrees, which may defined as the difference in earth
velocity while it rotates around the sun in an elliptic path. The equation of time can be
evaluated from the following equation [17]:

E =9.87sin(2B) —7.53C0S(B) —1.5SIN(B) .....ooviniiiii 9)

Where B can be estimated as follows, [17]:

360
B = (0 = 8] o et 10
(d-8D) -, (10)

Diffuse Solar Radiation:-
The diffuse solar radiation component on horizontal surface can be written in the
following form [1]:

Where: C is the diffuse radiation factor (dimensionless). Finally, the hourly global solar
radiation on horizontal surface can be represented using the following formula:
L I o1 <] (28 o O P (12)

Data Source

Clear-sky hourly solar radiation on horizontal surface for Baghdad city has been
estimated using ASHRAE model. The model was modified by converting the values of solar
parameters (A, B, and C) from the twenty first day of each month as taken from refrence, [1]
to specified value at each month, which makes the calculations of solar radiations suitable for
any day in the month by taking the linear interpolation as shown in table (1). The values of
modified solar parameters are taken from author [18].
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Table (1) Constants for ASHRAE equations for average values of each month.

Months Day no. A (per mgnth) _ B_ : C
W/m Dimensionless dimensionless
January 17 1229.88 0.142 0.058
February 16 1216.25 0.144 0.060
March 16 1190.40 0.153 0.068
April 15 1144.66 0.175 0.092
May 15 1109.68 0.192 0.116
June 11 1092.69 0.202 0.130
July 17 1084.88 0.207 0.136
August 16 1102.97 0.202 0.124
September 15 1142.12 0.182 0.098
October 15 1183.45 0.164 0.077
November 14 1213.61 0.151 0.065
December 10 1228.00 0.145 0.059

The values of monthly mean daily global radiation in (MJ/m>-day) for specified day
per each month are obviously in table (2) as taken from reference [15]. These values were
taken after finding the average of five years as shown in table (2). The table (2) illustrates
also, the values of equation of time in minutes for Baghdad city. As shown in table (2), the
equation of time has a relatively small values which in ultimate case not exceed fourteen
minutes. Then, these values does not affect on hourly solar radiation results, which means the

time that taken in this work is the same clock time for Baghdad city or whole Iraq time.

Table (2) Monthly mean daily solar radiation values for Baghdad city.

Months Day no. Monthly mean daily solar radiation H _ quation of time E
(MJ/m?-day) in minutes and seconds

January 17 10.600 -9:58
February 16 13.330 -14:32
March 16 17.748 -9:21
April 15 21.600 -0:13
May 15 23.430 3:45

June 11 27.040 0:34

July 17 26.040 -5:48
August 16 24.664 -3:52
September 15 20.844 5:40

October 15 15.810 14:57
November 14 11.900 14:56
December 10 9.8600 6:6

The need for radiation data covering entire areas led to the development of radiation
models that allow the calculation of radiation parameters within certain margins of error. The
accuracy of the estimated values was tested by calculating the Mean Bias Error MBE , and the
Root Mean Square Bias Error RMSE . These values of errors can be evaluated as follows,

[19]:
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Where M is the number of observed points, H_,,is the calculated global radiation, and H_,is
the observed global radiation on horizontal surface.

Results And Discussion

An attempt has been done to estimate hourly global solar radiation for Baghdad city
using ASHRAE clear-sky model. The hourly solar radiation values that estimated using
ASHRAE clear-sky model are demonstrated for all daylight hours from sunrise to sunset
times (5:00 Am-19:00 Pm) for a specified day per each month are shown in table (3).

The hourly global solar radiation values that appear in table (3) are estimating at each
mid-hour from sunshine to sunset at each sequenced hours using equation (12). The hourly
solar radiation values in (W/m?) are combined for fourteen hours from sunshine to sunset and
converted to monthly mean daily solar radiation in (MJ/m?-day) as shown in last row of that
table. This values of monthly mean daily solar radiation are compared with values of monthly
mean daily solar radiation that obtained from reference [15].

Table (3) Hourly solar radiation in (W/m>).

Hourly solar radiation | in W/m? estimated for twelve months

Hours
JAN | FEB | MAR | APR | MAY | JUN |JUL | AUG | SEP | OCT | NOV | DEC
5-6 0 0 0 0 15.59 | 46.33 | 29.81 0 0 0 0 0
6-7 0 0 30.76 | 136.6 | 221.6 | 256.9 | 237.5 | 166.4 | 64.4 0 0 0

7-8 49.39 | 140.7 | 258.7 | 369.6 | 442.9 | 470.2 | 452.5 | 391.7 | 293.7 | 170.9 | 68.27 | 27.1

8-9 249 | 357.4 | 480.2 | 582.2 | 642.1 | 661.3 | 645.1 | 595.2 | 508.2 | 386.2 | 271.4 | 215.9

9-10 | 422.9 | 538.2 | 662.5 | 756.2 | 804.6 | 817.2 | 802.1 | 761.3 | 684 | 564.8 | 445.6 | 385.9

10-11 | 546.9 | 666.6 | 791.7 | 879.2 | 919.5 | 927.3 | 912.9 | 878.6 | 808.5 | 691.5 | 569.8 | 507.8

11-12 | 611.4 | 733.2 | 858.7 | 942.9 | 978.9 | 984.2 | 970.3 | 939.4 | 872.9 | 757.1 | 634.2 | 571

12-13 | 611.4 | 733.2 | 858.7 | 942.9 | 978.9 | 984.2 | 970.3 | 939.4 | 872.9 | 757.1 | 634.2 | 571

13-14 | 546.9 | 666.6 | 791.7 | 879.2 | 919.5 | 927.3 | 912.9 | 878.6 | 808.5 | 691.5 | 569.8 | 507.8

14-15 | 422.9 | 538.2 | 662.5 | 756.2 | 804.6 | 817.2 | 802.1 | 761.3 | 684 | 564.8 | 445.6 | 385.9

15-16 | 249 | 357.4 | 480.2 | 582.2 | 642.1 | 661.3 | 645.1 | 595.2 | 508.2 | 386.2 | 271.4 | 215.9

16-17 | 49.39 | 140.7 | 258.7 | 369.6 | 442.9 | 470.2 | 452.5 | 391.7 | 293.7 | 170.9 | 68.27 | 27.1

17-18 0 0 30.76 | 136.6 | 221.6 | 256.9 | 237.5 | 166.4 | 64.4 0 0 0

18-19 0 0 0 0 15.59 | 46.33 | 29.81 0 0 0 0 0

MJ/m? | 11.59 | 15.04 | 19.02 | 22.63 | 24.84 | 25.69 | 24.99 | 23.04 | 19.95 | 15.86 | 12.27 | 10.53

While table (4) shows the comparison between measured and estimated values of
monthly average daily solar radiation for Baghdad city. The table also show the results of
statistical errors which may represented by mean bias error and root mean square error to
validate the presented model.

8
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Table (4) Estimated and measured monthly mean daily solar radiation values for twelve
months for Baghdad city in (MJ/m?-day), with statistical errors percentages.

JAN | FEB | MAR | APR | MAY | JUN JUL | AUG | SEP | OCT | NOV
DEC
Est. Est. Est. Est. Est. Est. Est. Est. Est. Est. Est. Est.
11.59 | 15.04 | 19.02 | 22.63 | 24.84 | 25.69 | 24.99 | 23.04 | 19.95 | 15.86 | 12.27 | 10.53
Meas. | Meas. | Meas. | Meas. | Meas. | Meas.| Meas. | Meas. | Meas. | Meas. | Meas. | Meas.
10.60 | 13.33 | 17.75 | 21.60 | 23.43 | 27.04 | 26.004 | 24.66 | 20.84 | 15.80 | 11.90 | 9.86
City MBE RMSE
Baghdad 0.217% 0.751%

The components of hourly global (Beam and Diffuse solar radiation components) for
January, September, and May are presented in tables (5a, b, c) respectively. These months
may represents three different seasons in Baghdad city such as (January represent winter
season, September represent autumn season, while May represent summer season), instead of
repeating the calculations for all months.

Table (5a) Hourly Global, Beam, And Diffuse Solar Radiation In (W/m?) For January.

Hours | Hourly Beam Radiation I, | Hourly Diffuse Radiation | Hourly Global radiation |
5-6 0 0 0
6-7 0 0 0
7-8 31.57 17.85 49.39
8-9 206.2 42.87 249
9-10 372.9 50.99 422.9

10-11 492.5 54.43 546.9

11-12 555.5 55.78 611.4

12-13 555.5 55.78 611.4

13-14 492.5 54.43 546.9

14-15 372.9 50.99 422.9

15-16 206.2 42.87 249

16-17 31.57 17.85 49.39

17-18 0 0 0

18-19 0 0 0

Table (5b) Hourly Global, Beam, And Diffuse Solar Radiation In (W/m?) For September.

Hours | Hourly Beam Radiation |, | Hourly Diffuse Radiation | Hourly Global radiation |
5-6 0 0 0
6-7 36.84 27.66 64.4
7-8 228.2 65.6 293.7
8-9 428.82 79.4 508.2
9-10 598.3 85.76 684

10-11 719.5 88.96 808.5

11-12 782.5 90.33 872.9

12-13 782.5 90.33 872.9

13-14 719.5 88.96 808.5

14-15 598.3 85.76 684

15-16 428.82 79.4 508.2

16-17 228.2 65.6 293.7

17-18 36.84 27.66 64.4

18-19 0 0 0
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Table (5¢) Hourly Global, Beam, And Diffuse Solar Radiation In (W/m?) For May.

Hours | Hourly Beam Radiation I, | Hourly Diffuse Radiation | Hourly Global radiation |
5-6 6.06 9.53 15.59
6-7 156.7 64.88 221.6
7-8 356.7 86.26 442.9
8-9 546.05 96.17 642.1
9-10 703.1 101.4 804.6

10-11 815.3 104.2 919.5

11-12 873.6 105.4 978.9

12-13 873.6 105.4 978.9

13-14 815.3 104.2 919.5

14-15 703.1 101.4 804.6

15-16 546.05 96.17 642.1

16-17 356.7 86.26 442.9

17-18 156.7 64.88 221.6

18-19 6.06 9.53 15.59

The values of hourly global solar radiation are presented in figure (3). This figure shows
the hourly global solar radiation values versus daylight hours (5:00Am-19:00Pm) as estimated
at each mid-hour for a complete year. The figure explains the real behavior of hourly solar
radiation during the hours of day. The values of hourly solar radiation have two peak points
for each curve: one for solar noon times, when the sun appears at the highest point in the sky,
and second for summer season or exactly at June month when the sun is normal or nearly
normal on Baghdad city. Fig. (3) shows the values of hourly solar radiation for twelve months
(January, February, March, April, May, June, July, August, September, October, November,
and December).
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Fig. (3) Clear-sky hourly solar radiation versus time of day.

While, Fig. (4) shows the comparison between measured and calculated monthly mean
daily global solar radiation in (MJ/m*-day) for Baghdad city. In order to validate the presented
model, statistical methods was applied to show the convergence between the compared
models. The RMSE test provides information on the short-term performance of the studied

10
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model as it allows a term-by term comparison of the actual deviation between the calculated
value and the measured value. It is recommended that a zero value for MBE is ideal and a
low RMSE is desirable [20],[21]. In this paper, the value of root mean square error was
approached to 0.751%, while the mean bias error was closed to 0.217%.

—a— measured global radiation frommetrological office

0 —8— estimated alobal radiation from ASHRAE model
55
585
> £
SEN ¢
€ cl15r
> .2
8B
580
E -

5

1 2 3 4 5 6 7 8 9 10 1 12
Months of year

Fig. (4) Comparison between measured and estimated hourly global solar radiation.

The mismatch between the two values (measured and estimated hourly solar radiation)
due to some factors. One of them, is the evaluating of ASHRAE model solar parameters or
coefficients (A, b, and C) which may effected by climate conditions (water vapor, CO,
emission, dust particles) which vary from location to other, which affects on accuracy of
results. Another reason may be grow from the precision of solar instruments that may used to
measure the hourly solar radiation at that site or that city.

The global solar radiation components (Beam and Diffuse) for January, May, and
September are presented in Figs. (5a, b, ¢) respectively.

| —e— Hourly beamradiation —=— Hourly diffuse radiation —e— Hourly global radiation|
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Fig. (5a) Hourly Global, Beam, and Diffuse solar radiations versus day hours
for January.

11



2013/11/21-19 e b 58U Jua gal) daaly — dustigh 4088 M) G gll (AN (uudigd) gl
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Fig. (5b) Hourly Global, Beam, and Diffuse solar radiations versus day hours
for May.
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Fig. (5¢) Hourly Global, Beam, and Diffuse solar radiations versus day hours
for September.

Conclusions

An attempt to evaluate hourly solar radiation based on ASHRAE clear-sky model on

horizontal surface for Baghdad city. The ASHRAE model solar parameters (A, B, and C) are
modified to make them suitable for calculating the hourly solar radiation for Baghdad city at
specified day of each month. The values of hourly solar radiation are combined and converted
from (W/m?) to monthly mean daily solar radiation in (MJ/m?-day). Then the last one was
compared with global radiation that recorded at Iragi meteorological office for five years
periods (2004-2008) for Baghdad city to validate the results of ASHRAE model. The
statistical errors, (root mean square and mean bias errors) were gave good agreement between
original ASHRAE model and those recorded at Iraqi meteorological office.

12



Ali: Estimation of Hourly Solar Radiation Using ASHRAE Clear-Sky Model ---

References

[1] ASHRAE, “Handbook of Fundamentals ”. Atlanta, Georgia: American Society of Heating,
Refrigeration, and Air-Conditioning Engineers, chapter 27,1985.

[2] C. Gueymard, “Prediction and Performance Assessment of Mean Hourly Global
Radiation” Solar Energy, Vol. 68, No. 3, 2000, pp. 285-303.

[3] S. S. Chandel, R. K. Aggarwal and A. N. Pandey, “New Correlation to Estimate Global
Solar Radiation on Hori-zontal Surfaces Using Sunshine Hour and Temperature Data for
Indian Sites,” Solar Energy Engineering Journal, Vol. 127, No. 3, 2005, pp. 417-420.

[4] Liu BYH, Jordan RC. “The interrelationship and characteristic distribution of direct,
diffuse and total solar radiation” Solar Energy, Vol. 4, 1960, pp. 1-19.

[5] Al-Sadah FH, Ragab FM, Arshad MK. “Hourly solar radiation over Bahrain”. Solar
Energy, Vol. 15, 1990, pp. 395-410.

[6] A. K. Katiyar, C. K. Pandey “Correlation for estimation of hourly solar radiation”
International journal of energy and environment, Vol. 2, Issue 1, 2011, pp.191-198.

[7] M. Jamil Ahmad and G.N. Tiwari “Estimation of Hourly Global Solar Radiation for
Composite Climate” Open Environmental Sciences, Vol. 2, 2008, pp. 34-38.

[8] Powell GL. The ASHRAE clear-sky model — an evaluation. ASHRAE J November
1982:32-4.

[9] Machler MA, Igbal M. A modification of the ASHRAE clear-sky irradiation model.
ASHRAE Trans 1985;91(Part 1):106-15.

[10] Galanis N, Chatigny R. A critical review of the ASHRAE solar-radiation model.
ASHRAE Trans 1986;92(Part 1):410-9.

[11] Maxwell EL. METSTAT — The solar radiation model used in the production of the
national solar radiation data base (NSRDB). Solar Energy 1998;62(4):263-79.

[12] Rigollier C, Bauer O, Wald L. On the clear-sky model of the ESRA — European solar
radiation atlas — with respect to the Heliosat method. Solar Energy 2000;68(1):33-48.

[13] Gueymard C. Prediction and performance assessment of mean hourly global radiation.
Solar Energy 2000;68(3):285-303.

[14] Yang K, Koike T. Estimating surface solar-radiation from upper-air humidity. Solar
Energy 2002;72(2):177-86.

[15]Ali M. Al-Salihi, Maylaa M. Kadum and Ali J. Mohammed. “Estimation of global solar
radiation on horizontal surface using routine meteorological measurements for different
cities in Iraq” Asian J. Sci. Res. research, Vol. 3(4): 2010, pp. 240-248.

[16] Duffie, J.A. and Beckman, W.A. “Solar Engineering of Thermal Processes”, 3" edition,
John Wiley & Sons,Inc., New York, 2006, pp. 11-15.

[17] Soteris Kalogirou, “Solar energy engineering: process and systems”, 1% edition,
Academic Press, London, 2009, pp. 50-51.

[18]K. Bakirici. “Estimation of Solar Radiation by Using ASHRAE Clear Sky Model in
Erzurum, Turkey” Energy Source, Part A, Vol. 31, 2009, pp. 208-216.

[19]El-Sebaii and A.A. Trabea “Estimation of Global Solar Radiation on Horizontal Surfaces
Over Egypt” Egypt. J. Solids. 2005, Vol. 28, pp. 265-277.

[20] Igbal, M. “An Introduction to Solar Radiation ” Academic Press: Toronto, Canada,1983.

[21]Almorox, J., Benito, M., and Hontoria, C. “Estimation of Monthly Angstrom-Prescott
Equation Coefficients from Measured Daily Data in Toledo, Spain”. Renewable Energy
Journal. Vol. 30, 2005, pp. 931-936.

13



2013/11/21-19 (o 8 A8 (ua gall dalsy — Asigl) 408 (a3 Sy gall (G (puadigh) jad el

Hybrid LabVIEW and LabVIEWFPGA Implementationof
SimpleObjectsClassification System

Mustafa Salim Rafid Ahmed Khalil

Email:mshhalh@gmail.com Email:rafidamori@ymail.com

Abstract-

LabVIEW FPGA fromNational Instrument is a new technology that convertssome
graphicalblock (VI)of LabVIEW into digital hardware circuitry and can be implemented
directly in hardware without knowledge of low-level hardware description languages
(HDLs).In this paper, a platform is utilized to build asimple object classification system,
where the system consists of two parts, the first part consists of features extraction system
based on LabVIEW environment that uses image processing embedded functions to extract
features vector of the objects, and second part that executed Xilinx FPGAwhich is a classifier
based on feed-forward fully connected architecture neural networks that work in LabVIEW
FPGA environment.An offline back propagation learning isused. Both parts are connected
towork in real time. The FPGA target was Xilinx Spartan 3E-500k. The implementations
results shows that theprototype design is ableto classify objects with easy software/hardware
interface, also resultsshows that LabVIEW FPGA canabstract away the traditional
synchronization complexitiesand thus superior speed in design timefor implementing complex
systems can be achievedwhen compared with traditional FPGA implementations.

Key words: LabVIEW, LabVIEW FPGA, Hardware description languages,
VHDL,Verilog, Objects classification, Image processing, Machine vision.
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1. Introduction

The process of applying a particular system on a physical entity (FPGA) with optimal
hardware utilization using the VHDL technique is not easy and no engineer canconstruct
anadvanced system that works in real time in certain time unless he has an experience with
VHDL programing techniques,Synthesis tools like XST, simulator tools like 1Sim and
architecturesof FPGA generation like Spartan 3E and Spartan 6. Therefore, new techniques
appeared like LabVIEW FPGA to solve the problem where the process of producing
configuration code for the FPGA became simple to a specific degree. Many major obstacles
of the traditional HDL design process areremoved.

The LabVIEW programming environment is distinctly suited for FPGA programming
because it clearly represents parallelism and data flow, so readers who are both experienced
and inexperienced in traditional FPGA design processes can leverage FPGA technology. In
addition, LabVIEW canbe used to integrate existing VHDL intoLabVIEW FPGA designs [1].
Figure (1) shows the general hardware implantation steps in LabVIEW FPGA from NI and
Figure (2)shows steps in ISE fromXilinx [2], the most basic difference is that users are
allowed to synthesis system elements graphically rather than by specifying them as a text.
Also as illustrated in Figure (2) the available emulator with (bit-true, dataflow-accurate)
features allows to simulate the entire part of the system for testing functionally and to capture
and display the results with random selected input valueswithout any additional hardware. In
addition the cycle-accurate simulation can be used with Xilinx modalism or 1Sim to see exact
timing synchronization of the system [1]. Note that in compilation process the LabVIEW
FPGA convert the system blocks to VHDL and driving it to Xilinx complier the result is only
configuration file or bit stream that consist of information for connecting FPGA elements
together. Anything related toof Map, translate, place and route design details is totally hidden.

Finally, it is worth mentioning that the size consume is not only related to architecture
of the system which is dependent on the VHDL programing technique itself which in turn
dependsonthe generation of FPGA chip.These pointshas been considered in LabVIEWFPGA
and thus a synthesized system that is directly downloadable is highly optimized with
highspeed parallel processing and impressive performance.

Automatic recognition, description, classification, and groupings of patterns are
important problems in a variety of engineering and scientific disciplines such as biology,
psychology, medicine, marketing, computer vision, artificial intelligence, and remote sensing

[3].

Neural networks have an advantage over the statistical method is that they are
distribution free and no prior knowledge is needed about the statistical distribution of class in
the data source in order to apply these methods for classification [3].
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Figure (1): ISE design flow chart.
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Figure (2):LabVIEW FPGA design flow chart.

The organization of the paper as follows: Section 2 give review of neural network with
general implementation mythologies on FPGA. Section 3 briefly presents the implemented
system and in detail description of its parts starting from image acquisition and processing
and ends with FPGA implementation of the neural classifier. Section 4 gives the results.
Section 5 gives a conclusion.
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2. Review of neural network

Artificial neural networks (ANNSs) are a form of Artificial intelligence, which have
been modelled after, and inspired by the processes of the human brain. Structurally, ANNs
consist of massively parallel, highly interconnected processing elements. In theory, each
processing element, or neuron, is far too simplistic to learn anything meaningful on its own.
Significant learning capacity, and hence, processing power only comes from the culmination
of many neurons inside a neural network [4].

Multilayer Feed-forward Neural Networks are an ideal mean of tackling the whole
range of most tasks in pattern recognition and regression due to its highly adaptable non-
activation functions. The feed forward neural network consists of an input layer of nodes,
followed by two or more layers of perceptron’s, the last of which is the output layer. The
layers between the input layer and output layer are referred to as hidden layers. MLPs have
been applied successfully to many complex real-world problems consisting of non-linear
decision boundaries. Three-layer MLPs are sufficient for most of these applications [5].
Figure (3) shows theGeneric structure of MFNNSs.

Layer [A-1) Loyer A
Y N

Input Layer Hidden Layer(s) Quiput Layer

Figure (3): Generic structure of MFNNS.

2.1 Neural network in hardware

Neural networks can be implemented using analog or digital systems. The digital
implementation is more popular as it has the advantage of higher accuracy, better
repeatability, lower noise sensitivity, better testability, higher flexibility, and compatibility
with other types of preprocessors. The digital NN hardware implementations can be done
using FPGA, DSP or ASIC. DSP based implementation is sequential and hence does not
preserve the parallel architecture of the neurons in a layer. ASIC implementations do not offer
re-configurability by the user. FPGA is a suitable hardware for neural network
implementation as it preserves the parallel architecture of the neurons in a layer and offers
flexibility in reconfiguration [6].

In general the feed-forward neural networks with its learning algorithmin hardware
consist the followings:
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1-central control unit: which is responsible of synchronization of the network with internal or
external components.

2-internal signals: are used for connecting internal component with each other and with host
computer.

3-processing components: which represent components that can do specific function.In this
case the single neuron represents the component.

4-memory units: contain the weights of the network and other temporal data that can be used
during the training.

The role which an FPGA-based platform plays in neural network implementation, and
what parts of the algorithm it's responsible for carrying out, can be classified into two styles
of architecture either as a co-processor or as a stand-alone architecture [4]. Each of which has
advantages over the other.In the coprocessor architecture, a host computer which is
sequentially executed is interfaced to neural system and the main program runs on it, so some
specific tasks that take large time can pass through to FPGA chip and the results can be
returnedback again to the main program. Such approach accelerates executions of neural
system which may contain thousands of neurons.The execution can be achievedat specific
time.

On other hand, in standalone architecture the embedded chip is responsible for doing
all tasks related to specific network, starting from the initialization of the data input through
training any new data available and other tasks.Many challenges must be considered in the
development of this type of system.

Coprocessor architecture methodology is adopted in this paper for the implementation
of the system due to fact that input and output operations of the Spartan 3E using LabVIEW
FPGA have become more flexible and easy throughUSBaswill be seen in next section and as
coprocessors are traditionally more flexible, compared to the standalone.

3. Themodel of the implemented system

The block diagram of the implemented systemis shown in Figure (4), the physical view
shown in the Figure (5), the system consists of three modules and the task of this system is to
make

5
USB channel USB channel E ‘

Module one (work place) Module two (host VI) Module three (FPGAVI)

Figure (4):Block diagram of system
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Features vector

end signal

The location where the object Host computer Spartan 3E
that needs a classification (Software environment) (Hardware environment)

Figure (5):Physical view of the system.

classification between twotype of screws. The flow chart for system shown in Figure (6), its
start by capturing images for the object that is on the work place, then image
segmentation.Single screw must put there at the time, after that,some particle analysis is
usedto make 2-D futuresmeasuring,it’s important to note that all real objects are 3-D but as
the features that we are trying to find can be expressible by using screw shape and these
feature is detectable in a 2-D imaging, therefore asingle standard video camera has been used.

Eachscrewafter segmentation will be represented by featurevector and in order to
make classificationprocess between particular screws robust,specific features that are
invariants to the relative pose of thecameraand the screw are adopted.These features consistof
Hu moments 1,2 and 3 [7].

Start and

wait 4
seconds N\

A
Decision Image
making acquisition
N Vv
2-D features Image
measurement segmentation

\_/

Figure (6): Flow chart of the system.

Finally, a two layer neural networkis built in FPGA using NI LabVIEW FPGA, and
was used as classification decision making. Each Module of the implemented systems will be
explained in the followings:
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3.1-Module one:

It consists of single webcam camera, pole and board. The cameraused is (CNR-
FWC120H)from (CANYON) and illustratedinFigure (7).a. The camera is set tightly on the
pole as shown in figure(7).b. The camera is connected to LabVIEWthrough USB channel.

a. CANYON camera.b. Camera with pole.

Figure (7): Module one.

3.2-Module two (host VI):

This module consists of four LabVIEW VIs (VI: refer to virtual instrument which is the basic
building block in LabVIEW and corresponds to the function inotherlanguages, each VI may
be consists of many SubVIs):image acquisition, image processing, features extraction and PC-
Spartan 3E FPGA interface that can be executed on software environment. All connected VIs
are shown in Figure (8).

"
5 (D
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Low Level Grab B
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Ineuralvison pape 1 L fpuvonent ] 7 ®
IFPGA Target U Moment 2 ¥ 3.J53] [ Connectivity 4/3 (
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Image
Threshold] i

IMQ . Pixel Measuremen
i HReal-World Measy
'E; Calbration Valid |
o erorout ¥

Image Out {duplic|
Number of Particle
Partice! p—
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[ Continuous ] i R ———
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|
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Figure (8): Module two (host VI).
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When the objects that appear in an image have simple shapes, just one stage of
processing may be required. For complex objects, this requires more advanced stages, for
situations where the full complexity of three dimensions occurs, more subtle procedures are
usually required. Indeed, the ambiguity involved in interpreting the 2-D images from a set of
3-D objects generally requires cues to be sought and hypotheses to be proposed before any
serious attempt that can be made with
the task. Thus, cues are vital to keying into the complex data structures of many images.
However, for simpler situations, concentration on small features is valuable in permitting
image interpretation to be carried out efficiently and rapidly [8].

Before any work on NI vision developing module, it is very important to set up the
imaging system. This means that the acquired image must have somehow good quality that
has no effect on the extracted feature. Many parameters must be considered like FOV (Field
Of View), working distance between the object and lens, perceptive error as camera axis is
not perpendicular to object and nonlinear distortion caused by lens.This distortion needs an
image correction.Finally these errors can be fixed by making some calibration. Calibration
includes modeling them mathematically and apply the model on image pixels. These errors do
not necessarily destroy the information if high quality camera has been used. For the
perspective error we try our best to position the camera perpendicularto the object. For lens
errors correcting, it is a time intensive operation [9],s0 lens correcting process is neglected in
this paper.

To facilitatethesystem descriptionprocessand how each VI works, each VIwill be
explainedindividually.For theimage acquisition process the NI-IMAQdxdriver software
(group VIs for developing vision application)for USB Cameras has been used. This allows
any user to configure any DirectShow imaging device and acquire images into LabVIEW.The
DirectShow imaging devicesincludeUSB camera andscanners. The image acquisition
processis shown in Figure (9). It consists of five VIs:

1. Open camera VI: open reference to specific camera and in our case a caml is used

2. Configure Acquisition VI: has two parameters: the first is acquisition type and continues is
selected due to thatacquisition is done in real time. The number ofbuffers represents number
of internal buffers memory to store the acquired images and 3 buffer are selected here,

i**Buf‘Fer Mumber "I T
Low Level Grab IMAQ Ji= 1
£ = ko
Image
g ﬁé‘"
[ cam1 [v] A
-
e | [ A ] A2l J=

Continuous?
W+ Continuous ™

Mumber of infernal buffers

Figure (9): Image acquisition VIs.
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3. Start Acquisition VI: This function tells the camera to start reading images.

4. Get Image VI: read the image from internal buffer with specific number and put it in our
specific memory then display it on the front panel.

5. Close Camera VI:this VI tell the LabVIEWto close the camera reference.

After getting the image, the next step is segmentation,which merely involves dividing
of acquired image into two-regionbinary images. The first region consists of object pixel
fairly similar or have in somehow same visual characteristic and other region that considered
as background, in many industrial applications the segmentation can be done through simple
threshold approach,as object assumed in virtual light the threshold value has been chosen base
on histogram that computed from all of the pixels in the image, and the peaks and valleys are
used to locate the object.

threshold value

O]
3 } > Connectivity 4/8 (
izz 6D b L :E:t_ S Three
RAAD Theeihold p___Image features

»Pixel Measuremen

> Real-World MeasL

. Calibration Valid »

segmentation error out ¥
Image Out (duplic?| “

Number of Particle?
2-D features 4

»

IFXP)

extracting

Figure (10): Segmentation and features extraction VIs.

The third VI in this Module consists of particular analysis VI that receive binary
image and find 2-D features of the incoming image that contain the object. The final VI of
this Module is the PC-Spartan 3E USB interface,to connect LabVIEW VIs (software) with
LabVIEW FPGA VIs (hardware) through USB, in softwareenvironment following VIs it
required:
1-Open FPGA Reference VI. to communicate between the software (host VI) and the
hardware (FPGA VI) a reference to specific FPGA chip must be open.

2- Read/Write Control VI:this is used to writes a values (features vector) to a controls (inputs
of neural)

3- Read/Write Control VI:to reads a values from indicators in the Spartan 3E on the FPGA
chip.
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4- Close FPGA VI Reference VI: closes the reference to the FPGA VI. Figure (11) shows the
Figure (11): Software-hardware communication.

connectionof multiplication operation between x and y instead of neural networks and black
arrows show the flow of execution. In host VI just controller (X, y) and indicator (x*y) is
required. The same basic blocks have been used in our system.

3.3-Module three (FPGA VI):

It consistsof three inputs, twolayer feed-forward fully connected neural network with 4
neurons at the input layer. This module will receive the feature vector from host VI
module,and assign able (1 or 0)to it, then the results will appearon theLED of Spartan 3E.
Figure (12) showsthe architecture view of the implemented neural. Thetime sharing multiplier
has been used to reduce the FPGA utilization.Figure (13) shows LabVIEW FPGA
implementation of this module.

N
. Sigmoid sme Comparator
BN Accumulator = p
activation
rs

Layer 1

Figure (12):Architecture view of the implemented neural.
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Figure (13):Module three (FPGA VI).

Block RAM memory has been used to store weights, the clock synchronization
between the memory and the neuron system is done through only connecting simple wire and
the LabVIEW FPGA will maintain the data flow in an accurate manner. An approximation
function log-sigmoid activation is used for hidden layer followed by hard limit function for
output layer to convert the output to Boolean values.

4. Results:

4.1 Result of host VI

As mentioned before, three features (Hu moments 1, 2 and 3)have been calculated for
each screw, the features are calculated at seven different positions androtations on the broad.
Figure (14) and (15) shows some of screw 1 and screw 2 images that has been used for
training, table 1 and 2 show the calculated features for screw 1 and 2 respectively. Both tables
indicates that despite Hu moments are invariant to position, translation and rotation of object,
it suffers from small fluctuations. These values has been used in the training process of the
neural network with back propagation algorithm. The acquired images have 1600*1200
resolution,before Hu moments calculated, the images resolution is reduced then convertedto
828 *791 gray scale images.

Figure (14): Some of the screw 1 training images.
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Table 1. Fluctuation of Moment on different positions and rotations for screw 1.

Feature name | Test.1 | Test.2 | Test.3 | Test.4 | Test.5 | Test.6 | Test.7
Hul 0.973 | 0.962 | 0.928 | 0.918 | 1.015 | 0.876 | 1.012
Hu2 0.906 | 0.886 | 0.827 | 0.807 | 0.990 | 0.732 | 0.990
Hu3 0.087 | 0.061 | 0.033 | 0.041 | 0.050 | 0.011 | 0.026

%

Figure(15):Some of the screw 2 training images.

Table 2: Fluctuation of Moment on Different positions and rotations for screw?2

Feature name | Test.1 | Test.2 | Test.3 | Test.4 | Test.5 | Test.6 | Test.7
Hul 1.808 | 1.705 | 1.789 | 1.662 | 1.659 | 1.768 | 1.708
Hu2 1.999 | 1.999 | 1.999 | 1.999 | 1.999 | 1.999 | 1.999
Hu3 0.082 | 0.019 | 0.030 | 0.010 | 0.0013 | 0.020 | 0.021

4.2Result of FPGA VI

The final LabVIEW FPGA Spartan 3E-500Kdevice utilization report:

Slice Registers: 10.7% (996 out of 9312).
Slice LUTSs: 13.2% (1225 out of 9312).
Block RAMs: 10.0% (2 out of 20).

5. Conclusion

In this work LabVIEW FPGA module methodology has been utilized to build a simple
classifier system with successful implement on directly to Spartan. The proposed system
works in real time and based on the coprocessor architecture feature that inherent provided
directly by the LabVIEW FPGA module. The results indicate that the LabVIEW FPGA can
be used to design complex systems in few weeks instead of months. Its emulator reduces the
time of simulation comparable with other package like ISE simulation Also, all designed
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system can directly support plug and play (PnP) feature with easy hardware software
interface. Thus the LabVIEW FPGA open many ways to implement complex applications.

For the Hu moments features that are invariants to position, translation and rotation of
object, they only suffers from small fluctuations, we can also conclude that the Hufeatures can
be used only if the segmentation algorithm produce constant approximate for each objects
after segmentation process.
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Abstract

The purpose of this work is to construct and test a single pass air solar heater with 4 fins.
The fins were painted with black color and positioned transversely to create four equal spaced
sections. Between these fins, sixteen steel wire mesh layers 0.18 x 0.18 cm in cross section
opining and a 0.02 cm in diameter were fixed as an alternative of an absorber plate. The
thermal efficiency and outlet temperature were studied at a geographic location of North
Cyprus the city of Famagusta. The experimental results indicate that the efficiency increases
with increasing the mass flow rate for the range of 0.011- 0.044 kg/s. Moreover, the
maximum efficiency obtained for 5 cm high of collector 57.25% for the mass flow rate 0.044
kg/s. The temperature differences between the inlet temperature and outlet temperature, AT,
was raised as air mass flow rate decrease to reach the maximum differences 39.4 C° at 0.011
kg/s at a middle day between 12:00 to 13:00 for the maximum solar intensity 997.5 W/m?.
Comparison of the results of the packed bed collector with those of conventional collectors
shows a substantial enhancement in the thermal efficiency.

Keywords: solar air heater (SAH); Wire mesh; Fins; Thermal efficiency
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Nomenclature:

Ac (m?) Area of the collector

Co (kJ/kg.K) C, specific heat of the fluid

h (m) Fluid deflection inside the incline manometer
I (W/m?) Solar radiation

m (kg/s) Air mass flow rate

Q (m*/s) Volume flow rate

Tin (°C) Inlet temperature

Tout (°C) Outlet temperature

Tair Film air temperature

AT (°C) Temperature difference (Tou Tin)

p (kg/m®) Density of air

n ) Efficiency of the solar collector

AP (N/m?) Pressure difference, AP = pgh sinl5
® ) Uncertainty for the mass flow rate
() ) Porosity

Introduction

Solar air heaters (SAHs) are much cleaner and cheapest than heating with fossil fuel.
SAHs are used as solar energy assemblage devices working to deliver heated air at low to
moderate temperatures for space heating, drying agricultural products such as fruits, seeds and
vegetables, and in some industrial applications [1]. Conventional solar air heaters mainly
consist of panels, insulated hot air ducts and air blowers in active systems. The panel consists
of an absorber plate and a transparent cover. There are many different parameters affecting on
the solar air heater efficiency, e.g. collector length, collector depth, type of absorber plate,
glass cover plate, wind speed, etc.. Among of these parameters the most important of all is
absorber plate area and heat transfer coefficient between the passing air and the absorber
plate. Increased these parameters will increase the collector efficiency but on other hand
increasing the area will increase the pressure drops inside the collector which cause to
increase the pumping power required [2]. Karim [3] and Bashria [4] used absorber plate as V-
groove. They found that efficiency increased by 12% more than flat plate collector of similar
design. Naphon [5] and [6] Lin practical method with corrugated absorber plates approached a
suitable method to increase the thermal performance and provides higher compactness. Ali [7]
investigated experimentally thermal performance of single pass solar collector used offset
rectangular plate fins as absorber plate and two glasses cover. Bhandaril et al. [8]
performance analysis of double glazing single pass SAH with and without fins using Matlab
computer software. Mohammadia et al.[9] reported that the fins and baffles are playing an
important role for the improvement of the collector efficiency, but on other hand increasing
mass flow rate as well as fins and baffles parameters increases the effective efficiency due to
pressure drop. EIl-Sawi, et al. [10] experimentally and theoretically investigate a flat plate
SAH having chevron pattern (chevron pattern produced from flat sheet of material by
continuous folding). They reported that the efficiency of the collector was significantly better
than that without chevron pattern. Sebaii et al. [11] indicated that the coated absorber plates
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increased the thermal heat transfer between the absorber plate and the working fluid. Different
four types of SAHs were compared by Suleyman [12]. Garg [13] and Koyuncu [14] found
that the performance of a solar air heating system can be improved by operating several sub
collectors in series in place of a single large collector with the same total area. Kurtbas et al.
[15] Showed that using of fixed fins has better effect on thermal efficiency than using of free
fins.

Utilization of porous types materials like wire screens, cross rod matrices aluminum-foil
matrices, etc., in the solar air heater bed increase the turbulence of the flowing air so the heat
transfer coefficient between packing elements and air will increases. Lansing et al. [16] found
that the packed porous media will increase the thermal efficiency and outlet temperature. The
porous medium will increase the thermal efficiency due to the increase in the surface per unit
volume ratio, Aldabbagh et al. [17]. Yousef et al. [18] by using of porous media found,
decreasing the flow depth results in increase the collector thermal efficiency due to the
increasing in out let temperature. But on other hand, the pressure drop of their collector is
increased too. Different modifications are suggested and applied to increase the heat transfer
coefficient between the absorber plate and the air stream, these modification include using
finned absorber plates and porous material like wire mesh screen, Omojaro et al. [19]. El-
khawajah et al. [20] experimentally investigated a flat plate SAH with wire mesh as absorber
plate and they indicated that the efficiency of collector has been increased with increasing the
number of fins. In this work, it is investigated experimentally the single pass SAH 5 cm high
with porous media and fins in the channel acting as an absorber plate. The porous media
consists of sixteen steel wire mesh layers placed in three groups with four fins were used to
increase the area of the collector and reduce the pressure drop. Transverse fins were fixed
within the channel to give air flow path shape as eight letters to increase the air flow path
length. All experiments were conducted under actual conditions.

Experimental Set-up and Equipments

The schematic diagram of an experimental set-up is shown in (Fig. 1). The set up was
designed and constructed in order to obtain data for the investigation. The set-up consists of a
wooden collector of 1.47x 1 m, the frame of the collector is made of 2 cm thick plywood
painted with black and externally insulated with 2 cm thick Styrofoam. Normal window glass
of 0.4 cm thick was used as glazing. The distance between the glass and the bottom of the
collector is fixed to 5 cm. In order to increase the air path length of the collector, four
Aluminum fins, two of them 80 cm long and others 45 cm, with 2.7 cm in height and 0.3 cm
in thickness are positioned transversely in the channel. The fins are painted with black color
to increase the absorptive and reduce the reflectivity of the fins. The transverse fins are
positioned along the bed such that four equally spaced sections are created. The transverse
fins are arranged in a way to force the air to flow through the bed like eight letter path. A
black slot rubber band, 0.5 cm thickness, is inserted between fins and the glass cover. The
purpose of using the black slot rubber is to prevent the air passing from the upper of the fins
and transfer of heat from fins to the glass. Three wire mesh matrices are packed in the bed.
The first and second matrices consist of 6 layers fixed at bottom and mid of the bed, where as
the third matrix consists of four layers. The distance between the matrices is fixed to be 0.5
cm. Arranging the wire mesh matrices in this way in the collector will reduce the pressure
drop buildup as a result of using the porous media. The wire screen matrices are placed
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between the fins and are painted with black before installing them (Fig. 1b). These wires mesh
replace the absorber plate in the traditional solar air collectors, hence, the design is cheaper
compared to the solar air heater having absorber plates because the wire mesh is cheap and it
is always available in the market. In operation, hot air flows through the four equal sections.
The lower section channel will force hot air to pass through the converging section and then
into the orifice meter. The orifice meter is insulated and fixed between blower and bed by two
galvanized ducts. A calibrated orifice meter was installed inside the pipe for measuring the
volume flow rate of the air. The orifice meter is designed according to Holman [21]. Two flow
straighteners are installed inside the pipe before and after the orifice meter to obtain a uniform
flow through the orifice meter. Each straightener is consisted of plastic straw tubes having
0.595cm diameter and are 2.5 cm long. A radial 0.62 kW fan (Type OBR 200 M-2K) is
connected to the discharge of the solar air heater. The pressure difference through the orifice
is measured by using an inclined tube manometer filled with alcohol having a density of 803
kg/m®. The angle of the manometer is fixed at 15°. Different mass flow rates were obtained by
using a speed controller which is connected to the radial fan in order to control the fan speed.
The inlet temperature, Ti,, is measured by using two mercury thermometers fixed underneath
the solar collector to measure the ambient air temperature.

1000
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Fig. 1 (a) schematic assembly of the SAH system (b) section A- A
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Nine thermocouples, T type, are used to measure the temperature of bed, Tpeq, glass, T4, and
outlet air, Toy, distributed in three groups. Each group contain three thermocouples. The first
three thermocouples are fixed inside the wire mesh to measure the temperature of bed. The
first thermocouple is fixed inside the wire mesh and positioned at a mid upper section, i.e near
the air entrance. The second thermocouple is fixed at a distance 75cm from the top of the
SAH. Whereas, the third one is fixed at mid fourth section near the outlet. The other three
thermocouples are fixed on the glass inside a bed and above the bed thermocouples. The last
three thermocouples are fixed inside the pipe before the orifice meter to measure the outlet air
temperature of the working fluid from the bed. All temperatures reading are recorded by
Digital Thermometer (OMEGASAYS) +0.5 °C accuracy. A calibration test showed that the
accuracy of the thermocouples reading were within +0.15 °C. The solar intensity on an
inclined surface is measured using an Eppley Radiometer Pyranometer (PSP) coupled to an
instantaneous solar radiation meter model HHM1A digital, Omega 0.25% basic dc accuracy
and a resolution of +0.5% from 0 to 2800 W/m?. The Pyranometer was fixed beside the glass
cover of the collector. Tiwari [22], the solar heater was oriented facing south and tilted to an
angle of 37° with respect to the horizontal to maximize the solar radiation incident on the
glass covers. Air is circulated for 60 minutes prior to the period in which data will be taken.
The measured variables, ambient temperatures, outlet air temperatures of the collector, wind
speed and relative humidity ratio are recorded. The inclined tube manometer reading and the
solar radiation were also recorded at 60 minutes time intervals. All tests begin at 8:00 am and
ended at 5:00 pm daily.

Thermal Analysis and Uncertainty

Errors associated with the experimental measurements are presented in the previous section.
Thermal efficiency and air mass flow rate uncertainty are presented here. The equation for
mass flow rate (1) is

m=p.Q (1)

where, p is the density of air and Q is the volume flow rate which depends on the pressure
difference at the orifice which is measured from the inclined manometer. Following [17, 20,
21, 23], the fractional uncertainty, wm /11, for the mass flow rate is

a)m !{(()Tar ]2 (wp jz}l/Z
_m || —ar +| —
m T P
(2)

The efficiency of the solar collector, n, is defined as the ratio of energy gain to solar radiation
incident on the collector plane,

_ me (rout _Tin)

A (3)

n

The uncertainty for efficiency from Eq. (3) is a function of AT, 7, and |, considering C, and
A as constants.
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Performance investigations for different mass flow rates were carried out; the average values
of each variable were calculated daily. Then, the mean values of each variable for all the days
were obtained and used to calculate the fractional uncertainty. The mean average values for
AT, Tin, Tou, T, |, and 1 were found to be 19.2°C, 33.07 °C, 52.27 °C, 0.021 kg/s, 728.99
W/m? and 41.69% respectively. The fractional uncertainty of the mass flow rate and the
efficiency are found to be 0.0072 and 0.0091 respectively.

Results and Discussion

This experimental work investigates the effect of partitioning single pass mesh wire packed
bed SAH under Gazimagusa prevailing weather conditions during the summer months, 28.07
2011 - 3.08.2011, with clear sky condition. Gazimagusa is a city in North Cyprus located on
35.125° N and 33.95° E longitude. Generally, Gazimagusa sky was clear and the average
hourly recorded mean value of the wind speed and relative humidity ratio which were taken
from the metrological office of Gazimagusa city was 16 m/s and 62.62% respectively. The
performance of the proposed single pass solar air heater was done by using fins and 16 steel
wire mesh layers as absorber with 5 cm high of bed was studied and compared with the
performance of a conventional solar air heater. The mass flow rate of the air was varied from
0.011 to 0.044 kg/s.

Figure 2 shows the hourly variation of solar intensity versus local time from 8:00 am to 5:00
pm, the experiment was done. The solar radiation was increasing from morning to a peak
value at 1:00 pm and then, decreasing in the afternoon until sunsets.
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(a) Time of the day (hrs)

Fig. 2 Solar intensity versus different standard local time of days
The highest daily solar radiation obtained was 991 W/m? at noon and the average values of
the solar radiation were 728.99 W/m?. Calculation of all means averages solar intensity for
each day was within the same and close range.
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Fig. 3 Ambient temperatures versus different standard local time of days

The variation of air inlet temperature with the time of the day for all the days of the
experiment is shown in Figure 3. The input temperature varies between 28 °C at morning to
38 °C. The inlet temperature in general increasing from morning till evening with slightly
reduction at 5:00 pm. In some days, the inlet temperature was found to continue increasing
from morning till evening as a result of low wind speed. Wind speed has an effective impact
on humidity ratios and inlet temperature, which causes fluctuation during some of the days
from morning to evening.
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Fig. 4 Temperature difference versus standard local time of the day at different
mass flow rates

The hourly temperature differences (AT = Toyu - Tin) for different mass flow rates and with
four partition solar air heater is shown in Figure 4. As expected the temperature differences
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increased to a peak value at noon, 1:00 pm, and decreased in the afternoon until sunset in
similar manner as the solar intensity behaviors. In general, AT was found to be reduced when
air mass flow rate was increase. The maximum AT obtained in this work is 40 °C at 1:00 pm
with minimum mass flow rate, 0.011 kg/s. Chabane et al. [24] showed that AT of single pass
solar air heater with longitudinal fins was increased to a maximum value of 31.8 °C for
minimum mass flow rate m= 0.012 kg/s and the peak temperature difference occurred
between 12:40 h and 13:10 h for all mass flow rate. EL-Sawi et al. [10] with single pass solar
air heater and chevron pattern copper used as an absorber plate and obtained 40°C as a
maximum value of AT with the air mass flow rate of 0.0048 kg/s. A 62.1 °C peak value of AT
with r= 0.0121 kg/s and solar radiation of 1126 W/m? was obtained by Aldabbagh et al. [25]
using six transfer fins with porous media wire mesh installed between the fins. Sopian et al.
[26] reported that the maximum temperature difference was 40 °C for the solar intensity of
950 W/m? with air mass flow rate of 0.0995 kg/s by using double pass SAH. El-Sebaii and Al-
Snani [11] reported that the maximum value of AT was 48.0 °C when iron scraps were used as
packed bed above the absorber plate and 39.0 °C for gravel used as a packed bed with the air
mass flow rate of 0.0105 kg/s and solar intensity of 850 W/m?® The bed temperatures
difference, ATped = Thed — Tin, and glass temperatures difference, ATg = Tq — Tin Versus
standard local time of the day for all the days in the experiment are presented in Figures 5 and
6. Where Typeq and Ty is the average bed and glass temperature, respectively. The maximum
temperature difference of the bed is found to be 48.8 °C for the air mass flow rate of 0.011
kg/s at 1:00 pm. The small difference between ATpeq and AT gives a good evident that there is
a good heat transfer in the channel of the SAH from the bed to the following air. On other
side, the highest temperature difference of the glass, ATy 26.8 °C at 13:00 pm for mass flow
rate 0.011 kg/s means that there is a beg amount of heat transfer from the glass to the
surrounding which is regarded as a heat losses (Fig. 6). This heat loses will defiantly reduce
the efficiency of the SAH. The heat loses from the glass cover can be reduced by increasing
the distance between the upper matrix layer of the wire mesh and the glass cover to 1.5 cm.
This can be done by distributing and adding the four wire mesh layer of the upper matrix
layer to the first and second matrix layer. More tests will be needed for the new distribution of
the wire mesh to see their effect on the pressure drop and efficiency.
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Fig. 5 Bed temperature difference versus standard local time of the day at
different mass flow rate
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Fig. 6 Glass temperature difference versus standard local time of the day at
different mass flow rate
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Fig. 7 Variation of collector efficiency with local time of the day at
different mass flow rates

Efficiency versus time at various air mass rates is shown in Figure 7. The efficiencies increase
to a maximum value between 12:00 am and 13:00 pm, and then start to decrease later in the
afternoon. The efficiency was to increasing when air mass flow rate was increasing. Chabane
et al. [24] also, reported that the efficiencies increased with increase the mass flow rate. The
maximum efficiency obtained in this work is 57.24% at 1:00 pm for = 0.044 kg/s (Fig. 7).
The work of Karem and Hawlader [3] used of V-corrugated as absorber plate, 1.8 x 0.7 m,
made of steel material and 10cm height of collector, obtained 49% as a maximum efficiency
with 0.033 kg/s. Chabane et al. [24] obtained 51% as a maximum efficiency with air mass
flow rate of 0.016 kg/s and with, single pass collectors with fins, rectangular channel of 2 x1
m and 10 cm bed height. Omojaro and Aldabbagh [19] used wire mesh layers 1.5% 1 m, as an
absorber plate with longitudinal fins and 7cm height of channel obtained 51% as maximum
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efficiency for air mass flow rate of 0.033 kg/s. A 35% maximum efficiency with 0.033 kg/s
obtained by Aldabbagh et al. [17] with single pass channel of 1.5x 1m and 10 cm height.
Mahmood and Aldabbagh [27] used 16 wire mesh layer 1.5x 1m with 4 longitudinal fins and
3cm height of channel obtained 57.06% as maximum efficiency for air mass flow rate of
0.036 kg/s. Moreover, they found that efficiency is increased significantly by decreasing the
high of bed. On the other hand, decreasing the channel height combined always with increase
in the pressure drop. The comparison of the thermal performance of the absorber wire mesh
matrix with fins solar air heater with the other solar air heaters reported in the literature shows
a substantial enhancement in the thermal efficiency.

Conclusion

This study presents the design of a single pass solar air heater using matrix of wire meshes
and fins instead of absorber plate. There is a significant increase in the thermal efficiency of
the air heater. The experimental results show that the thermal efficiency increases with
increasing air mass flow rate, between 0.011 kg/s and 0.044 kg/s. The temperature difference
between the outlet air flow and the ambient is decreased with increasing air mass flow rate.
In addition, comparison of the results of a packed bed collector with those of a conventional
collector shows a substantial enhancement in the thermal efficiency as a result of using wire
mesh screen layers as a packing material.
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Abstract

Nowadays, water heating by using the solar energy has been spread all over the world. The
studies on solar water heating system were stimulated the researchers due to the scarcity of
natural energy resources, like fossil fuel and natural gas as well as the rising and rapidly
fluctuating prices for these resources.

The purpose of this study is to design and manufacture a new storage domestic water
heater with solar collector in North Cyprus. In this project, the normal cylindrical shape of the
storage, which is available in North Cyprus, will be replaced by triangular shape to include
the solar collector and the storage in a compact way (i.e., Integrated Solar Water Heater).
Moreover, extra dimensions are added to the solar absorber by extending it to 10cm from the
two sides and the bottom. The temperature profiles inside the new storage for a flow rate of
5L/min are plotted. Additionally, the performance of the triangular Integrated Solar Water
Heater (ISWH) is presented in terms of discharging efficiency and cumulative efficiency. The
utilization of this system is studied by calculating the number of persons that can take a quick
shower. The obtained results show that, this system can receives approximately 893 W/m? of
solar insolation with a maximum collection efficiency of 73%. In addition, the maximum
discharging efficiency is 98% if amount of water is withdrawn during the solar heating
process at 12:00 and 14:00. This system would allow the user to get hot water as long as the
ISWH can supply hot water above 40°C.

Keywords: domestic water heater, solar collector
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Introduction

The scarcity of natural energy resources, like fossil fuel and natural gas as well as the
rising and rapidly fluctuating prices for these resources stimulated the researchers to use
another form of energy (renewable energy) for example, the Sun, wind, tides, waves, biomass,
and the Earth's heat (geothermal).

Cyprus does not have any fossil fuel resources (oil, coal, and etc.), and therefore, it is
almost completely dependent on imported energy products, mainly crude oil and refined
products to meet its energy demands [1]. At present, the only abundant natural energy
resource available is solar energy. Solar energy can be used as a form of heat, such as solar
water heating.

Solar water heating systems are commonly referred to in industry as Solar Domestic Hot
Water (SDHW) systems and it is a technology that is not entirely new. Cyprus started the
manufacture of solar water heaters in the early sixties, at the beginning by importing the
absorber plates and other accessories [2]. The thermosyphon solar water heating systems are
the most common type of SDHW used in Cyprus which consist of two flat-plate solar
collectors having 3m? area in total, water storage tank with capacity between 150 to 180 L,
and a cold water storage tank. An auxiliary electric immersion heater usually 3 kW is used in
winter during periods of low or no solar insolation.

SDHW systems usually consist of three main components: a solar collector, a water
storage tank, and an energy transfer fluid, and some of them are supplemented by pumps and
a heat exchanger. The most important part of a SDHW system is the solar collector, which
absorbs and converts the solar intensity to heat. After that, the heat is transferred to a fluid
(water, non-freezing liquid) that flows through the solar collector. Then, this heat of fluid can
be used directly or stored. Two main types of SDHW systems are available: passive (or
natural) systems and active (or forced circulation) systems [3, 4].

ISWH is categorized as passive solar system. This system incorporates thermal storage
tank within the collector itself. The storage tank surface works as the absorber surface. Most
ISWH systems use only one tank, but some use a number of tanks in series. As with flat-plate
collectors, insulated boxes enclose the tanks with transparent coverings on the side facing the
sun. While the simplicity of ISWH systems is attractive, they are generally suitable just for
applications in mild climates with small thermal storage requirements. This system has many
advantages such as: it is simple, it uses no pumps and no moving parts, requires no electricity
for operation, and low maintenance. But it has disadvantages because it is bulky and
inefficient in cold climates. The advantages of ISWH stimulated many authors to study
different shapes of ISWH.

The first ISWH, was patented in 1891 by Clarence M. Kemp [5] under the name of ‘“The
Climax Solar-Water Heater”’. This system consists of four small 29 L oval-shaped cylindrical
vessels manufactured from heavy galvanized iron, painted black and placed horizontally side
by side in an insulated wooden box with a glazed cover in order to increase the surface area
exposed to the sun. The system was installed on a roof with simple gravity feed forcing the
hot water to the tap as the cold water from a reservoir entered the tank inlet. A 38°C
maximum temperature was obtained by this system [6].

There are different factors affecting the ISWH efficiency. For example, storage tank size
and shape, absorber plate type and its orientation, method of insulation, difference between
inlet and outlet water temperature, etc. Therefore, numerous studies have been done to
improve the performance of the ISWH.
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The success of the Climax led Frank Walker (1898) to conduct his experiments on solar
water heating system. A double glazing with 113 L tank was used in his system. The Walker
tanks were directed vertically and connected in series. By setting the tanks on the roof the
night-time heat loss would have been largely reduced. The vertical orientation providing both
aesthetic and would also have improved performance of the system by increasing thermal
stratification in the tank [6]. Many studies realized the importance of the ratio between the
surface area to the tank volume [7-10].

Many researchers have studied the performance of cylindrical storage integrated solar
water heating system with different solar absorber types [11- 22]. On the other hand, other
authors examined the performance of a rectangular storage tank in their researches [23- 29].
They concluded that rectangular storage tank can serve and perform as well as the storage
tank of cylindrical shape. While, Ecevit A. et al. [30], Prakash J. et al. [31], and Kaushik S. C.
et al. [32] suggested that a triangular storage tank can perform better than the rectangular tank
due to increased natural convection.

Ecevit A. et al. [30] examined the impact of different volumes in triangular ISWH showing
good overall performance in all designs. Kaushik S.C. et al. [32] studied the thermal
performance of a triangular built-in-storage solar water heater under different orientations
during winter months. The triangular cross-section of the system leading to higher solar gain
and enhances the natural convection results in a higher water temperature. A side by side
comparative experimental study of a triangular and rectangular shaped ISWH was carried out
by Soponronnarit et al. [33] under same conditions. The efficiencies of the triangular and
rectangular systems were found to be 63% and 59%, respectively. Sokolov M. and Vaxman
M. [34] used a baffle plate for separation of the absorbing plate from the water storage
volume. Kaushik S.C. et al. [35] studied the baffle plate effect on the triangular ISWH
performance. Mohamad A. A. [36] introduced a thermal diode fixed to a Plexiglas sheet
allowing one-way flow only to prevent opposite circulation at nighttime as well as reduces
heat losses. Mohamad presented a maximum average water temperature of 42°C and 34°C at
17:00 and 05:00, respectively. He found that the efficiency of the storage tank with a thermal
diode is 68.6% and 53.3% for the system without thermal diode. As a result, he concluded
that the system thermal efficiency is comparable with other conventional systems. Al-Talib et
al. [37] examined a stratified ISWH with a triangular shape and get very successful results in
solving the problem of night cooling faced by the other ISWH types. Numerous shapes of
ISWH have been reviewed by Smyth M. et al. [38].

The purpose of this study is to design and manufacture a new storage domestic water
heater with solar collector. In this project, the normal cylindrical shape of the storage will be
replaced by triangular shape to include the solar collector and the storage in a compact way.
Temperature profile inside the new storage will be plotted, for a flow rate of 5 L/min.
Additionally, thermal performance of the triangular integrated solar water heater will be
presented in terms of discharging efficiency and cumulative efficiency. The utilization of this
system is studied by calculating the number of persons who can take a quick shower from
solar water heating.

Test apparatus

(a) Storage tank

The water storage tank is made of 0.2cm galvanized steel sheet. It is well-insulated with
3.5cm thick glass wool from the sides and bottom. The tank has a triangular shape front side
with rectangular shape rear side shape connected together as shown in Figure (1). A 70cm
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equal side triangle, 45° angle, with 50cm in width is used. Whereas the rectangular shape has
a dimensions of 70cm x 50cm x 3cm in height, width and depth respectively. The capacity of
the tank is 130 L. A sheet of baffle plate is fixed inside the tank parallel to the absorber plate.
Mohamad A.A. [36] used an insulated baffle plate of a Plexiglas sheet. The purpose is to
reduce the heat losses by conduction at night-time and enhancing the buoyancy force.

12—
40
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(8) Inlet water

(9) Thermocouples

(10) Fiberglass insulation
(11) Outlet water
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I\@// (12) Thermocouples
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70 cm
2

H

Water Ta

47 cm

)

Figure (1) Schematic diagram of the integrated solar water heater.

Figure (2) The new integrated solar water heater.

Moreover, a study by Kaushik et al. [35] showed that the material and thickness of the
baffle plate had a little effect on the performance of the ISWH. The space between the baffle
plate and the absorber plate forms a channel 2.5cm in depth. The baffle plate is fixed at a
distance of 2cm from the bottom and top of the tank in order to enhance the buoyancy force.
The storage tank equipped with the cold water from the rear surface, 2cm above the tank
bottom. The outlet pipe of the hot water is placed at the top surface. Standard steel coupling
of 1/2 inch, flush welded to the tank surface, is used for both the inlet and outlet pipes. A vent
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pipe is located on the top surface 5cm from the side in order to prevent pressure build-up in
the tank as shown in Figure (1).

(b) Solar absorber

A flat plate collector was used in this design. Stainless steel used to manufacture the
absorber plate. It has dimensions of 109cm x 70cm with a surface area of 0.763m?. The solar
collector is oriented according to the location of Famagusta city in North Cyprus (Latitude
35.125°N, Longitude 33.95°E) with an optimal angle 45° facing to south to make sure that the
solar intensities is normal to the absorber surface at noon. The tilted angle is fixed according
to the study of Reiss and Bainbridge[39], Chiou and EI-Naggar [40], they concluded that the
optimal tilt angle is latitude + 10° (Bopt = ¢ + 10°).

The absorber plate is fixed on the front face of the storage tank. For increasing of the
surface area of the absorber plate, a 10cm sheet metal is added to the absorber plate from the
two sides and the bottom. An additional insulation is used to insulate the extra extension of
the absorber plate to prevent the heat losses from it. Black matte paint used to paint the front
face of the collector and covered with a 0.3cm sheet of glass. The glass cover is fixed at a
distance of 2.5cm from the absorber plate to reduce heat losses from it. Figure (2) shows a
picture of the new ISWH.

Experimental set-up and equipments

The distributions of the temperature in the water storage tank is measured by using thirty
three T-type thermocouples placed at 2cm intervals from the tank bottom. These
thermocouples, fixed on an acrylic bar, are placed at the mid cross section of the tank (see
Figure (1)). Seven thermocouples inserted inside the tank in a horizontal cross section to
measure the horizontal temperature profile. The distance between the junctions is fixed to be
4cm. The horizontal thermocouples are installed at a distance of 47cm from the tank bottom.
Additionally, three thermocouples are used for each of the inlet and outlet water temperature
measurement. A calibration test for the thermocouple readings were examined and showed
that the accuracies were within +0.15°C. The thermocouples were connected to data-
acquisition system to read water temperatures. OMEGA’s OMB-Multiscan-1200 data-
acquisition system is used in this study. The Eppley Radiometer Pyranometer (PSP) type is
fixed beside the glass cover of the ISWH to measure the global solar radiation incident on an
inclined surface. The surface is tilted facing south at an angle of 45° with respect to the
horizontal to obtain maximum solar radiation incident on the glass cover. It is coupled
directly to a voltmeter model EX410 digital, basic DC accuracy of +0.5% over range from 0
to 2800 W/m?.

Water flow rate is set to the desired value by using the adjusting valve attached after the
inlet valve, while keeping the inlet and outlet valves fully open during testing. The draw-off
rate is measured using a scale cylinder and a stopwatch. Tests are carried out for draw-off rate
of 5L/min.

All the water in tank was emptied before the beginning of a new test. Then, the inlet valve
was opened to fill the tank with cold water and the outlet valve was closed when the storage
tank was full with cold water at a uniform temperature.

The tests have been done from 08:00 to 17:00 for all the tests. Before 08:00, the water in
the tank is re-circulated for 15min before starts taking the data as a result the water
temperature at the beginning of the experiment were uniform. Then heating process by using
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the solar radiation started at 08:00 until 17:00 for the first test, without drawn (wod). At
17:00, the discharging process started as the outlet valve is opened, while same rate of the
cold water charging the storage tank. During the heating process, all the thermocouples
readings and solar intensity radiation are recorded hourly, whereas for discharging/charging
process, the thermocouples readings are recorded for 5sec intervals.

The second test, with one drawn (w1d), has been done with two discharging periods. Data
(water temperatures and solar intensity radiation) are taken hourly. By checking the maximum
water temperature and according to minimum inlet water temperature, an amount of water,
which is the amount for a person for taking a quick shower, would be discharged. During
discharging process, solar heating process was ongoing. At 17:00 all the hot-water in-tank
was discharged until the inlet and outlet water temperature became equal. All thermocouples
readings were recorded for 5sec intervals.

Another test was investigated for three discharging periods (w2d) with 5L/min draw-off
rates. Two discharging processes were carried out at 12:00 and 14:00 in case of two persons
taking a quick shower at each time. Data of water temperatures and solar intensity radiation
are taken hourly. Then, the heating process was continued until 17:00 where the entire tank
was discharged. All data are recorded for the discharging process every 5sec intervals.

Thermal analysis

The initial temperature profile of the water in the storage tank was recorded directly before
discharging the hot water and the initial energy stored (Es)in the storage tank, relative to the
temperature of the inlet water (Ti,), is calculated by

33

Ea= ) (pVG,) (T~ Ti), (1)

7=
Where,

) water density (kg/m®)
Y% control volume (m®)

Co specific heat of water (kJ/kg.K)

All of these parameters are corresponding to the thermocouple at layer j. The temperature
T; is assumed as the temperature prevails over the layer j which is measured by thermocouple
j. The water stored energy that drawn out from the storage tank up to time t is calculated from

t
Eyy = f PV Gy (Ton(£) — Tw)dt, @)
0

Where Eq is the energy withdrawn, Tou(t) is the water temperature measured in the pipe
near the outlet port at time t. The energy calculated in this way is relative to the temperature
of inlet water.

The performance of the storage tank for all solar heating tests is evaluated by determining
the discharging efficiency, nqis. It is defined as the fraction of the energy extracted by the time
the temperature of the discharged water drops to a specified temperature. In the present study,
this temperature is taken to be 40°C [41]. Hence, the discharging efficiency is calculated from
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E out

. 3)

Ngis =

The discharging efficiency indicates the energy that can be utilized when the water
temperature is more than 40°C.

The collection efficiency of the triangular ISWH is also calculated in terms of cumulative
efficiency. The cumulative system efficiency is defined as the total energy stored in the
storage tank for each hour, Eq. 1, divided by the total energy incident on the system for each
hour, which is expressed in the following equation

E incident

=4 j v dr, (4)

1

where A, I, and t are collector area, solar intensity, and time of measurement respectively.
Thus, the cumulative system efficiency is
Est

Neum = (5)
¢ E incident

Results and discussion

Figure (3) shows the solar intensity versus time for all the days when the experiments were
done. The solar intensity was increasing from the early hours to a peak value at noon, and
then it was decreasing in the afternoon until sunsets. The highest daily solar radiation
measured was 893W/m? while the mean average values of solar radiation for all the days of
the experiment was 641W/m?. The amount of solar radiation measured for each day during
the experiments was stable.

The distributions of the temperature in the water within storage tank along the vertical
direction during the solar heating process for each 1hr intervals are shown in Figure (4). As it
was mentioned before, the water in the tank was re-circulated for 15min before taking the data
as a result the water temperature in the tank at the beginning of the day was uniform (08:00).
It is observed that, the water temperature inside the storage tank was increased and the
temperature difference between the upper layer and lower layer increased too. The increasing
in the water temperature was due to the increasing in the solar intensity (Figure (3)).
Moreover, the increasing in the water temperature inside the tank will be not sensitive with
time for the last two hours (i.e., at 16:00 and 17:00).

It can be mentioned that no circulation was observed inside the ISWH (Figure (5)). Figure
(5) illustrates the temperature distributions in the ISWH tank along the lateral horizontal
direction during the solar water heating process. The temperature profile in the water storage
tank is presented in terms of the dimensionless temperature T* and height z/H, where z is the
position of the heater measured from the bottom of the tank and H is tank height. Equation 3.1
defines the dimensionless temperature taking the maximum water temperature (Tmax) and the
inlet water temperature (Ti,) as reference.
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T* — T(z,t)_Tin (6)

Tmax—Tin

where T(z, t) is the temperature of the water in the storage tank at height z, at time t. The
maximum temperature of the water (Tmax) IS also equal to the draw-off temperature, water
temperature leaving the tank, measured immediately when the discharging process started,;
that is Tmax = Tout(t = 0). The heat transfer from the absorber plate to the water layer inside the
tank was by conduction and convection. The water temperature inside the tank increased
rapidly with time up to 15:00 due to the increasing in the solar intensity and the ambient
temperature. The water temperature inside the tank between 16:00 to 17:00 (Figure (4)) was
almost the same since the solar intensity was reduced sharply at that time of the day (Figure
(3)). Similar behavior was also obtained by Al-Talib et al. [37] who experimentally

investigated the triangular ISWH.
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Figure (3) Solar intensity versus time for all the days when the experiments were done.
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Figure (4) The distributions of the temperature in the water within storage tank along the
vertical direction during the solar heating process.
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Figure (5) The distributions of the temperature in the water within storage tank
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discharging process, for different experiments of solar water heating.

Figure (6) shows the temperature profile inside the tank before discharging process began
(17:00). The temperature profile for the three different cases studied in this work is almost
the same. This means that the amount of water drawn for one person to take a shower at 12:00
or 14:00 will not change the temperature profile inside the tank at discharging time. The
temperature profile for solar heating process is not uniform process as the case of heating by
using an electric heating element. That is, when the solar intensity incident on the absorber
plate, the absorber plate will be heated to a desired temperature uniformly, the amount of
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water in the lower side of the tank is more than the amount of water at the upper side, as a
result, the water temperature at the upper side increases faster than the lower side.

The transient temperature distributions of the water in the ISWH tank at each 40sec
intervals during the discharging/charging process, t > 0, are presented in Figure (7(a-c)), for
each of the three solar water heating, wod, wld, and w2d, and for flow-rate of 5L/min. For all
cases, during the charging/discharging process, the thermocline layer inside the ISWH tank is
built up after 120sec as cold water enters from the bottom port of the storage tank while hot
water is discharged from the top port of the tank. The thermocline layer was rather thin at the
first time of the formation. Then, it is started to vanish after half of hot water volume
discharged with a temperature gradient until the end of the discharging/charging process. In
addition, the time required to discharge the hot water from the tank is reduced gradually
depending on the number of withdrawn process. The time required for discharging the tank
for the first case (wod) was 1280sec whereas it was 1200, 880sec for the other two cases,
wld, w2d respectively. The temperature at the lower part for the three cases is different due to
the mixing layer between the cold and the hot water depending on the number of withdrawn
processes.

Figure (8) displays the draw-off temperature profiles as a function of the dimensionless
time for three different solar water heating tests, wod, wld, and w2d. The history of the water
temperature Tou(t) withdrawn from the water tank is expressed in form of dimensionless as:

g = Lout®=Tin (7
Tout/t:o_Tin

where 6 is the drawn-off temperature profiles of the water and T, /-0 is the highest water

temperature initially exist in the storage tank. The water draw-off temperature profiles is

plotted as a function of dimensionless time, t', which is defined t* = t/ttotal where, tiotar IS

defined as the total time necessary for fully charging/discharging the whole water tank
volume at constant volumetric draw-off rate and it also represents the fraction of the storage
water withdrawn from the tank. The total time can be calculated from

ttotal = VSt/Q (8)

where Vg and Q is the total water volume stored in the storage and the water volumetric draw-
off rate during the process of charging and discharging, respectively. All the curves are cut off
when the discharged water temperature drops to less than 40°C. The drawn-off profiles of the
temperature for the three tests showed moderately stratified tank. The draw-off water
temperature decreases continuously. This decreasing in the draw-off temperature profile is
because of the temperature difference between the top and the bottom of the tank where the
temperature decreased from the upper side to the lower side of the tank. As is appears from
the curves, the hot water volume that extracted from the tank is lower than the whole storage
tank volume for all cases and it is higher for the first experiment compared with others.
However, the volume of the hot water withdrawn for the second and third experiments was
higher if the hot water volume withdrawn at 12:00 and 14:00 would be added to these
volumes. This reflects that the system can provide more hot water volume if the device used
to supply an amount of water during the heating process, at 12:00 and 14:00.
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Figure (7) The distributions of the temperature in the water within storage tank for the
solar water heating (a) wod, (b) wld and (c) w2d.

48



Yassin: A NEW STORAGE DOMESTIC WATER HEATER WITH SOLAR

o
o

o
o

Draw-off profile (0)
o
~

0.2 ——— wod
B —— wld
B — w2d

[ |
0 0.2 0.4 0.6 0.8 1

Dimensionless time (t)

Figure (8) Draw-off temperature profiles as a function of the dimensionless time for
different solar water heating tests.

The discharging efficiency of the triangular ISWH is calculated by Eq. 3. Figure (9)
presents the overall discharging efficiency versus number of persons that can take a shower
during the solar heating process. It can be seen that the overall discharging efficiency
increases with increasing the number of persons who can take a shower during the solar
heating process. The maximum overall discharging efficiency was found to be about 98% for
w2d case.

The maximum temperature of hot water leaving this system, triangular ISWH, was found
to be 54°C with a temperature difference of 29°C. These values are subjected to change from
day to day as noticed during the experiments. However, the maximum average water
temperature and average temperature difference for all the days of experiments were 51°C
and 24°C respectively. These results are greater than the results obtained by Mohamad A.A.
[40] who found that the maximum average water temperature was 42°C at 17:00. This was
attributed to the increasing in the area of the absorber plate by extending it 10cm from the two
sides and bottom, as expected. Therefore, the amount of heat received from the sun would be
more as a higher surface area will be exposed to the solar radiation.

The hourly variation of the cumulative efficiency for this ISWH is presented in Figure
(10). The maximum cumulative efficiency recorded was at 11:00 to 12:00 then it is decreases
continuously. As can be seen, the cumulative efficiency for the two cases, wld and w2d,
decreases when amount of water withdrawn during heating period then increased. The
decreasing of the cumulative efficiency was due to the decreasing in the energy stored within
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the storage tank at that time since the water temperatures decreased. However, the maximum
cumulative efficiency was 73% which is more than that obtained by Soponronnarit et al. [33]
and Mohamad A.A. [40]. This is attributed to the high water temperatures inside the storage
tank and more solar intensity received from the sun.
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Figure (9) The overall discharging efficiency of the triangular ISWH versus number of
persons can take a shower during solar heating process.

The amount of warm water which is required for one person to take a shower is 50L at
40°C according to the Turkish Standards [41]. Table (1) shows the number of persons who
can take a quick shower for different solar heating cases, wod, wld, and w2d. These results
were determined from the total hot water storage in the tank after the heating process. For the
two cases, wld and w2d, number of persons who can take a shower during the solar heating
process were added to the number of persons who can take a shower at 17:00.

Table (1) No. of persons can take a shower for different solar heating tests.

Solar heating test No. of persons can take a shower
Wod 5
wld 6
w2d 6
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Figure (10) Hourly variation of the cumulative efficiency for the new ISWH.

Conclusions

Solar heating tests for triangular ISWH presented acceptable results since the transient
temperature distributions showed a moderate stratified tank for different tests with a
discharging rate of 5L/min. The fraction of the hot water stored within the tank, which can be
withdrawn above 40°C, was found to be less than the water volume stored in the tank for all
tests, which is because of the thermal losses from the tank. However, discharging amount of
water, for one or two persons taking a shower, at 12:00 and 14:00 improved the performance
of this type of ISWH. The maximum discharging efficiency was 98% for two discharging at
12:00 and 14:00. The maximum average temperature obtained in this study was 51°C with a
temperature difference of 24°C. Moreover, the maximum collection efficiency was 73% with
a highest daily solar radiation of 893W/m?.

The number of persons who can take a quick shower also calculated. It was found that,
warm water, 50L at water temperature of 40°C, can be supplied to take a quick shower for 5
or 6 persons.

In conclusion, Triangular shape of ISWH with extra dimensions which is added to the solar
absorber, by extending it to 10cm from the two sides and the bottom, will give a possibility to
gain more solar heating.
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Abstract

In this paper, obstacle avoidance for robot manipulator is studied. The goal of trajectory
planning is to generate the reference inputs to the manipulator in order to avoid obstacles. Using
swarm intelligent robotic approach in search tasks can be done massively in parallel, significantly
decreasing the time taken to locate targets and improving robustness against failure of single
agents by redundancy as well as individual simplicity. Thus particle swarm optimization is
proposed as searching method for robot path planning in the presence of obstacles. A non-linear
optimization problem was defined taking into account kinematic and dynamic constraints.
Special constraints that ensure obstacle avoidance were also included. These obstacle constraints
are expressed in terms of distance to the colliding parts. The simulated cases showed that the
planed trajectory is shorter and faster in comparison to that of genetic algorithm. The robot
succeeded to avoid both static and dynamic obstacles including the kinematic and dynamic
constraints.

Key words: Dynamic obstacle, Obstacle avoidance, Particle swarm optimization, Path planning,
Robot manipulator
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1. Introduction

A large number of robotic applications such as inspection, welding, painting, assembling, and
moving objects, involve repetitive processes. This technological characteristic justifies off-line
trajectory planning. It is also very common that the robots may have obstacles in their workspace
due to the presence of industrial equipment or other robots [1].

Starting from mid 1970’s, the robot motion planning problem, which in its most elementary
form is to find a collision-free start-to-goal path for robots moving amid obstacles, has been
actively researched. Previous methods for motion planning in dynamic environments such as
graph search, velocity constraints, and acceleration constraints did not consider the nonlinear
robot dynamics, and produced time optimal motions [2]. Classic approaches suffer from many
drawbacks, such as high time complexity in high dimensions and trapping in local minima, which
makes them inefficient in practice. Also optimal control of robot manipulators requires an
optimal trajectory planning [3-4]. It is well known that the problem of path planning is multiple
objective, and some heuristic optimization algorithms, e.g. genetic algorithm (GA), swarm
intelligence methods, have been widely adopted to solve it [5].

Particle swarm optimization (PSO) is similar to the continuous GA in that it begins with a
random population matrix. Unlike the GA, PSO has no evolution operators such as crossover and
mutation. The advantage of using an optimization method such as PSO is that it does not rely
explicitly on the gradient of the problem to be optimized, so the method can be readily employed
for a host of optimization problems. The key idea of PSO method is to simulate the shared
behavior happening among the birds flocks or fish school. PSO is able to tackle tough cost
functions with many local minima [6].

This paper considers a solution to the problem of moving a robot manipulator with minimum
cost along a planed path in the presence of obstacles. Static and dynamic obstacles are
considered. The optimal traveling time and the minimum path length are considered together to
build a multi objective function with the constraint that torque limits of the actuators are satisfied.
Trajectory for robot manipulators is obtained through off-line computation for static obstacles
and on-line for moving obstacles using spline functions.

2. Particle swarm optimization

PSO was formulated by Edward and Kennedy in 1995. The thought process behind the
algorithm was inspired by the social behavior of animals, such as bird flocking or fish schooling.
Each particle studies its own previous best solution to the optimization problem, and its group’s
previous best, and then adjusts its position (solution) accordingly. The optimal value will be
found by repeating this process [7].

Optimization methods such as PSO have an advantage in such prototyping, as they do not
require the mathematical gradient in order to optimize a problem, but can be employed directly
on the fitness measure to be optimized. This versatility comes at a price, however, as the
disadvantage of general purpose optimization methods such as PSO is that they do not always
work well, and often require some form of tuning to the problem at hand [6]. The reason for
implementing the PSO method in this planner is that PSO is versatile enough to accommodate
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multiple objectives. The advantages of PSO are that it is easy to implement and there are few
parameters to adjust.

The rows in the matrix are called particles (same as the GA chromosome). They contain the
variable values and are not binary encoded. Each particle moves about the cost surface with a
velocity. The PSO algorithm updates the velocity vector for each particle then adds that velocity
to the particle position or values:

n Id local best Id lobalbest Id
Vi,?w :V?,j "'1—‘1Xr1><(pi,jC ® _p?,j )+F2szx(pgj e _psj) = (1)
Id
Pl =Pij +Vig = (2)
where

v; ;= particle velocity
p; ;= particle variables

r1, r; = independent uniform random numbers
P = best local solution

p"*='= best global solution

I'; = cognitive parameter.
I'; = social parameter.

Velocity updates are influenced by both the best global solution associated with the lowest
cost ever found by a particle and the best local solution associated with the lowest cost in the
present population. If the best local solution has a cost less than the cost of the current global
solution, then the best local solution replaces the best global solution. The particle velocity is
reminiscent of local minimizes that use derivative information, because velocity is the derivative
of position.

A modification is made in this work by adding a random number with an inertia weight. this
plays the role of balancing the global search and local search. The weight factor is taken as an
exponential function of iteration because the optimization is depended on the local value at the
beginning. Thus the modified velocity expression becomes:

new old local best global best

ij — OXI3XV5 +lerlx(pi,j _pi(),;d)+rzxrzx(pi,j _pszd) = (3)
where o= inertia weight.
r; = independent uniform random numbers.

\'

3. Kinematics of robot arm
The representation of the robot’s end-effecter position and orientation through the geometries

of robots (joint and link parameters) is called forward Kinematics. The forward kinematics is a
set of equations that calculates the position and orientation of the end-effectors in terms of given
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joint angles (Fig.1). This set of equations is generated by using the Denavit-Hartenberg (D-H)
parameters obtained from the frame assignation [8]:

cp —s¢ 0 Lic,+L,c,+L;C,| Xs X
Sp cp 0 LS +L,S,+LsS|Ys _|Y - ()
0 0 1 0 0 0
0 0O O 1 1 1
where

X3, Y3 = position of end-effector with respect to coordinate system 3

X,y = postion of end-effector with respect to the base coordinate system
L1, Lo, L3=length of links 1, 2, 3; respectively

cd = cos (0;10,103)

sd = sin (01+0,103)

o
-

\

\

\

\

\

\

\

\

\

\
£ i X
Fig. 1. Plane geometry associated with a 3-link planar robot.

The inverse kinematics problem (IKP) for a robotic manipulator involves obtaining the
required manipulator joint values for a given desired end-point position and orientation. Thus
knowing the links' parameters and desired coordinates (x,y) allows to calculate the joints' angle
using the inverse kinematics.

3.1 Dynamics of robot arm

The complete algorithm for computing joint torques from the motion of the joints is composed
of two parts. First, link velocities and accelerations are iteratively computed from link 1 out to
link n and the Newton-Euler equations are applied to each link. Second, forces and torques of
interaction and joint actuator torques are computed recursively from link n back to link 1. The
dynamic equation, which is a function of joints angle position (0) and its derivatives, can be
written in the form [8]:
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7 =M(0)6+V(0,0)+G(0) e (5)
where M(0) is the n X n mass matrix of the manipulator, v(e,é) is an n x 1 vector of centrifugal

and Coriolis terms, G(0) is an n x 1 vector of gravity terms, and 1 is an n x 1 vector of joints
torque.

4, Robot trajectory planning

A robot trajectory describes the position, orientation, velocity, and acceleration of each robot's
joints as a function of time. The end-effector or tip of the robot arm is of most interest. Planning
consists of generating a time sequence of the values attained by a polynomial function
interpolating the desired trajectory [9]. Polynomials are a common method for defining robot
trajectories. The cubic polynomial ensures the continuity of position and velocity but not of
acceleration. In order to avoid exciting resonances in the mechanics, it is worth ensuring the
continuity of acceleration as well. To get this requirement, the interpolation needs a polynomial
of at least fifth degree [4]. In this paper, it is used fourth and fifth-degree polynomial functions to
generate smooth trajectories for the parametric representation of a given path (Fig.2). The
constraints to be satisfied by these polynomials are presented in Tablel.

O(t)=ag +as-t+a, 12 +a3 3 +ay -t

0(t)=bg +by-t+Dby 't2 +b3't3+b4 't4+b5 't5

i |

Il L

Fig. 2. Smooth trajectory by fifth and fourth-degree polynomial functions.

Table 1 Constraints to be satisfied by the polynomials interpolation

t=0 t=t t=tg

0(t)=0 0(t) = O 0(t) = 0
0(t) =0 o(t)=6, 0(t)=0
0(t) =0 - 0(t)=0
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5. Multiple Objective Fitness Function

The fitness function quantifies the optimality of a solution. Our goal is to find the optimal path
for the robot to move through its environment without colliding with any obstacles in the robot
workspace. A multiple objective function is to be evaluated for each particle. This function
includes the torque limit, total joint travel distance, total travel Cartesian distance, and total time
for the path.

Fitness = c;.ft+c,.fq+cs.fc+ca.time =+ (6)
where

ft = Torque limit, ft=1 if { T1< Timax & T2< Tomax & T3< T3max } €lse ft=0

fq = Total joint travel distance, fq=">)"|6)|

fc = Total travel Cartesian distance, fc=>_+/(x* + y?)

time = Total travel time, time =t; + t.
C1, Ca, C3, C4 = CONStants to be evaluated by trial and error.

This function is further tested against the existence of obstacle on the planed path. A solution
is accepted if it is far from the obstacle.

6. Optimal trajectory planning with dynamic obstacles

Motion planning with dynamic obstacle requires the simulations computation of a collision
free path from start to goal, and of the velocity profile along the path, satisfying system dynamics
and actuator constraints. The optimum solution is checked by calculating the distance from the
tip of the robot arm to the moving obstacle. The solution is accepted if it is far from the moving
obstacles (Fig.3). The checked conditions are:

First condition:  If Ar;> ry then check the second condition,
Second condition: If Ar,> r, then solution is

Y
accepted. N
where
Ary=distance from robot tip to obstacle 1 center. @

Ar,=distance from robot tip to obstacle 2 center.
r, = radius of obstacle 1.
r, = radius of obstacle 2.

/
Ara | Obstacle 2
/

Obstacle 1

These conditions are checked together for each
particle after evaluating the fitness function taking _[(T
into consideration obstacles' potion updating due to Fig.3. Representation of robot
their velocity. It is found in this work that these arm with dynamic obstacles
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conditions are checked very fast through the process of evaluating the cost function.

7. Simulation results

In this section it is presented some simulations to validate the proposed method. The
simulations are implemented in Matlab on Pentium 4 PC processor (Intel (R) Core (TM) i5-
2450M CPU @ 2.50 GHz 2.50 GHz ). The parameters of PSO are set as follows: I'1=2; I',=2;
o(k) = 0.6+0.9 exp (-(iteration-1)/10); the swarm size is 40; maximum iteration is fixed to 80.
Two and three-link robots are tested with and without obstacle on the path. The starting point is
(x=0 m, y=1.75 m) and (x=0 m, y= 2.25 m, ¢= 70°) for 2-link and 3-link, respectively. The goal
point is (x=-1.75 m, y=0 m) for 2-link and (x=-2.25 m, y=0 m) for 3-link. The obstacle is placed
at (x=-.5m, y=1.5 m) and (x=-.5 m, y=1.75 m) for 2-link and 3-link, respectively. The robots
parameters: Ly =L, =1 m, L3=.5 m, my = mp= 1kg, m3 = 0.5 Kg, Timax.- = 45 N.m, T2max 15 N.m,
Tamax = 5 N.m. At first, the run execution time of 80 iterations of optimization calculation is
compared for both GA and PSO (Table 2). The best optimization results of the four different
cases are presented in Tables(3-5) for both GA and PSO. It is noticed from Table 2, there is a
considerable CPU time reduction for PSO in comparison to that of GA optimization calculation.
From Table 5, the total time for trajectory using PSO is less than that for GA. This means a
faster motion is obtained with the same torque limits in both GA and PSO. The optimum
trajectories by PSO for the four cases are presented on Figs (4-7). The robots are succeeded to
avoid the obstacle as shown in Figs (6&7).

Table 2 CPU run execution time for optimization

Case Robot GA Iterations PSO Reduction %
(sec) (sec)
Free 2-L!nk 1.507 50 0.907 39.81
3-Link 3.729 61 2.566 31.19
Obstacle 2-L!nk 11.632 70 5.930 49.02
3-Link | 28.747 77 13.742 52.20

Table 3 The best results for genetic algorithm

Case

Parameter Free Obstacle
2-Link 3-Link 2-Link 3-Link
Om1 (rad) 1.3564 1.9484 0.8916 0.7032
Om2 (rad) 1.0186 1.0398 1.7802 2.0422
Oms (rad) - -0.799 - -0.6711
¢ (rad) - 2.9825 - 3.0460
ém 1 (rad/s) 0.785 0.7825 0.567 0.3671
9m2 (rad/s) 0.0213 0.0453 0.5968 0.3518
O3 (rad/s) - 0.1852 - 0.1686
t; (sec) 0.9378 1.5509 1.0211 1.6029
t, (sec) 1.6845 1.4001 1.581 2.2028
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Table 4 The best results for PSO

I
-0.5

X (m)

Fig. 4 Free path planning for 2-link robot
61

Case
Parameter Free Obstacle
2-Link 3-Link 2-Link 3-Link
Om (rad) 1.4477 2.0262 0.9708 0.7135
Oms (rad) 1.0347 0.9391 1.6519 2.0118
Oms (rad) - -0.8834 -0.6049
¢ (rad) - 2.9085 3.1571
0,1 (rad/s) 1.8123 1.1366 0.9126 0.7172
0, (rad/s) 0.0905 0.0383 0.8787 0.5047
Omg (rad/s) - 1.1096 0.3489
t1 (sec) 0.3951 1.1260 0.7408 1.1822
t, (sec) 1.3947 1.2960 1.3438 1.7706
Table 5 Results of comparison for best optimum solution
GA PSO
Case Robot fq fc | Time Iteratio fq fc Time Iteratio
(rad) | (m) | Geo) | MO | (rad) | (m) | sec) | MO
best best
Free 2-Link | 1.625 | 2.737 | 2.622 50 1.639 | 2.732 | 1.789 55
3-Link | 1.863 | 3.507 | 2.951 61 1.737 | 3.541 | 2.422 70
Obstacle 2-Link | 3.574 | 2.601 | 2.602 70 3.25 | 2.584 | 2.085 60
3-Link |5.181 | 3.548 | 3.806 77 498 | 3.408 | 2.953 70
2
1.5-
1ﬁ
E
= 0.5+
oﬁ
-0.5-
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Fig. 5 Free path planning for 3-link robot
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Fig. 6 Obstacle avoidance path planning for 2-link robot
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Fig. 7. Obstacle avoidance planning for 3-link robot
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Optimal motion planning is considered for computing the collision free trajectory of the end-
effector in the presents of dynamic obstacles. SCARA robot manipulator is chosen as shown in
Fig. 8.

Obstacle

Fig. 8. SCARA robot manipulator

In the first case, the two obstacles are moving with known velocities (Fig. 9). Obstacle 1 starts
from position, 0;=(0.1, -0.5) m, with velocity, v1=(0.32, 0.35) m/s, and obstacle 2 starts from
position, O, = (1.25, 0.75) m with velocity, v,=(-0.07, -0.3) m/s. Also r;= 0.21818 m and r,=
0.10909 m. At the starting time, the robot end-effector is at position, S=(x=0, y=1.75) m. The
goal is to reach point, G=(x=-1.75, y=0) m. The planed trajectory made the robot able to pass in
front of the dynamic obstacles with total time for motion of 2.0379 s as shown in Fig. 9. The
obstacles are displaced at 0.4703s intervals.

1.5¢

1+ Obstacle 2

0.5

o

-0.5

Fig. 9. Path planning avoidance of dynamic obstacle.

In the second case, the robot is started 2 seconds after the obstacles. This case is similar to real
time situation. This of course needs information about the obstacles' potion and velocity are to be
known at starting. The optimization is to avoid these moving obstacles considering the run time
required for optimization calculations which is no more than 1sec (see Table 2). The robot is
succeeded to avoid the obstacles and passed behind them with a total time of 1.985s as shown in
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Fig. 10. The obstacles are displaced at 0.4071s intervals. The results of these tested cases are
summarized in Table 6.

0.5f

y (m)

-0.5r

b5 0 0.5 1 15 2
x (m)
Fig. 10. Path planning avoidance of dynamic obstacle starting after 2 seconds.

Table 6 Results of dynamic obstacle avoidance

Parameters
Case Om1 Om2 éml émz 2] %)
(rad) | (rad) | (rad/s) | (rad/s) | (sec) | (sec)
1 -0.9677 | 1.7842 | -0.1948 | -0.8549 | 1.202 | 0.836
2 -0.9335 | 2.3287 | -0.2872 | -1.6572 | 0.964 | 1.020

8. Conclusion

The PSO for optimal planning the motion of robot to avoid obstacles has been simulated. To
perform the optimization a fitness function was defined combining the torque limit, total joint
travel distance, total travel Cartesian distance, and total time for the path. The proposed modified
velocity for PSO in this work has less chance to fail to find the global optimum within a
reasonable number of iterations. Also the bigger inertia weight at the beginning due to the
proposed exponential function makes the optimization less dependence on initial population and
more capable to exploit new optimal solution. Comparisons showed that the proposed
optimization is considerably faster than the classic PSO and GA (about 45%), while being
competitive for the same fitness function. The planned paths are shorter and faster in comparison
to that of GA (see Table 5) for static obstacles cases. Also dynamic obstacles are considered and
the robot is succeeded to avoid them by using the planned path. In the first case, the robot passed
in front of the obstacles with a path time of 2.0379 s, while in the second it passed behind them
with a path time of 1.985 s. This work can be easily adapted for three-dimensional case.
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