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An FPGA Design and Implementation of Custom IP Core for
Efficient Horprasert Video Surveillance System

Luma Akram Hamdai Dr. Ahlam Fadhil Mahmood
Computer Engineering Department Computer Engineering Department
University of Mosul University of Mosul
luma.hamdi88@yahoo.com ahlam.mahmood@gmail.com
Abstract:

The video surveillance system is considered as a complex system because it requires
intensive computations. This paper presents an embedded custom IP architecture on
FPGA which is able to detect a new object from training background. The purpose of
designing custom IP core is to reduce computational complexity of Horprasert model,
which it is an intensive task with a high computational cost and processing time. The
proposed custom core has been designed using an Embedded Development Kit (EDK)
for hardware-software co-design which is able to extract the background on resource-
limited environments and offers low degradation. The developed Horprasert video
model structure can operate at an estimated frequency of 189.322MHz by utilizing 9
multipliers and 60 LUTS of target FPGA device to provide cost effective solution for
video Surveillance systems. The system is capable to process stereo video streams of
resolutions up to 1,920 x 1,080 at 30 frames per second (1080p30). The co-design
strategy shows how to move non-real-time constrained operations to software running
on the processor in order to decrease the hardware resources required for only detection
IP unit.

Keywords: video surveillance; Horprasert Model; EDK, Co-Design ; FPGA.
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1. Introduction:

Visual surveillance is a very active research area in computer vision, thanks to the
rapidly increasing number of surveillance cameras that lead to a strong demand for automatic
processing methods for their output. The scientific challenge is to devise and implement
automatic systems able to detect and track moving objects, and interpret their activities and
behaviors. The need is strongly felt world-wide, not only by private companies, but also by
governments and public institutions, with the aim of increasing people safety and services
efficiency[1]. It is indeed a key technology for fight against terrorism and crime, public safety
(e.g., in transport networks, town centers, schools, and hospitals), and efficient management
of transport networks and public facilities (e.qg., traffic lights, railroad crossings).

The main tasks in visual surveillance systems include motion detection, object
classification, tracking, activity understanding, and semantic description. This paper focus on
the detection phase of a general visual surveillance system using static camera. The detection
of moving objects in video streams is the first relevant step of information extraction in many
computer vision applications. The most usual approach to segment moving objects is known
as background subtraction, and is considered as a key first stage in video surveillance
systems. This technique consists of building a reference model which represents the static
background of the scene during a certain period of time. Multiple factors and events may
affect the scene, making this first background subtraction a non-trivial task; sudden and
gradual illumination changes, presence of shadows, or background repetitive movements
(such as waving trees), among many others[2].

The idea of background subtraction is to subtract the current image from a reference
image, which is acquired from a static background during a period of time. The subtraction
leaves only non-stationary or new objects, which include the objects' entire silhouette region.
There are different methods described in the literature in order to obtain this background
model for a scene captured by a still camera: MOG (Mixture of Gaussians), Horprasert model,
Bayesian decision rules, Codebook-based model, or Component Analysis (PCA and ICA). In
spite of the differences between existing algorithms, background subtraction techniques are
computationally expensive in general, especially when they are considered only the first stage
in a multi-level video analytics system. For that reason, efficient implementation for
background subtraction technique is a key to the development of real-time video surveillance
systems.

2. Literature Review
The goal of video surveillance systems is to monitor the activity in a specified, indoor
or outdoor area. Since the cameras used in surveillance are typically stationary, a
straightforward way to detect moving objects is to compare each new frame with a reference
frame, representing in the best possible way the scene background. By subtracting the
background from the current frame in all regions where the current frame matches the
reference frame, a segmentation of the moving objects is readily achieved. The results of this
process, called background subtraction, are used by the higher level processing modules for
object tracking, event detection and scene understanding purposes. Successful background
subtraction plays a key role in obtaining reliable results in the higher level processing tasks.
This is why many researchers considered carefully the problem of background modeling.
Many background subtraction methods have been proposed in the past decades including:
e Gaussian Mixture Model: In 2007[3], Zhen Tang and Zhenjiang Miao simplify the original
GMM to improve its performance(save time and space) with shadow detection and noise
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removing. A new matching function is presented in [4,5], that allows for better treatment
of shadows and noise and reduces block artifacts.

e Codebook Model: Ref [6] presents a real-time algorithm for foreground-background
segmentation. Extracts structure of background and models it in layered codebook.
Layered codebook is a simple data structure containing two codebooks that is defined per
pixel. The first layer is main codebook, other is cache codebook, and both contain some
codewords relative to a pixel. Main codebook models the current background images and
cache codebook is used to model new background images during input sequence. During
input sequence, foreground-background is segmented and two-layered codebook is
updated. So this algorithm can model moving backgrounds, multi backgrounds and
illumination changes and this is efficient in both memory and computational complexity.

e Rectgauss-Tex Method: It presents a region-based method for background subtraction. It
relies on color histograms, texture information, and successive division of candidate
rectangular image regions to model the background and detect motion. This method
integrates texture and the Gaussian Mixture model. It is a multi scale rectangular region
based motion detection and background subtraction algorithm. It filters noise during image
differentiation. The choice of the coarsest rectangle size should be selected to be small
enough to detect the object of interest. Thus, balancing the rectangle size for the detection
of small objects might be incompatible for very small objects while filtering noise[7].

e Texture based method: [8] presents a novel and efficient texture-based method for
modeling the background and detecting moving objects from a video sequence. Each pixel
is modeled as a group of adaptive local binary pattern histograms that are calculated over a
circular region around the pixel. This method is tolerant to the multimodality of the
background, and the introduction/removal of background objects. The method requires a
non-moving camera, which restricts its usage in certain applications.

e A Bayes decision rule: Liyuan et.al.[9] A Bayes decision rule is derived for background
and foreground classification based on the statistics of principal features. Principal feature
representation for both the static and dynamic background pixels is investigated. A novel
learning method is proposed to adapt to both gradual and sudden “once-off” background
changes. The convergence of the learning process is analyzed and a formula to select a
proper learning rate is derived. Under the proposed framework, a novel algorithm for
detecting foreground objects from complex environments is then established. It consists of
change detection, change classification, foreground segmentation, and background
maintenance.

In spite of the differences between existing algorithms, background subtraction
techniques are computationally expensive in general, especially when they consider only the
first stage in a multi-level video analytics system. For that reason, efficient implementation is
key to the development of real-time video surveillance systems. In the framework of
embedded systems implementations, characterized by power consumption and real-time
constraints, several of these techniques have been implemented using FPGAs [1,10,11] or
DSPs [12]. There also are other real-time approaches using GPUs [13].

This paper proposes an FPGA architecture based on the method described by
Horprasert. Thus, the use of FPGAs is justified by requirements of scalability, size and low
power consumption which are key features that other technologies are not able to
achieve. The Horprasert method has been selected since it requires less memory to store
the model while keeping fairly good accuracy, hence being more suitable for
implementation in low cost FPGAs. Add to Horprasert model builds a static background
model, which means that the model is obtained at an initial training phase. Therefore, the

3
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proposed architecture has been designed with the development environment for System-on-
Programmable Chip (SoPC) design, EDK of Xilinx [14], and includes the Microblaze
processor, which will be used to build the reference background model and can be used for
updating over time. While the next stages of subtraction and pixel by pixel classification will
be performed by a specific hardware module.

The paper is organized as follows. Section 3 briefly describe the background model by
Horprasert et al. [1], including the notation required in order to be able to follow the rest of
the paper. Section 4 shows the developed hardware architecture, including a study of the fixed
point arithmetic, the background subtraction stage on FPGA. In Section 5 results are shown
and analyzed, regarding system performance. Finally, conclusions is presented in Section 6.

3. Horprasert background Subtraction Method

As previously mentioned, FPGA implementation is based on the algorithm proposed by
Horprasert et al. [1]. This algorithm  basically obtains a reference image to model the
background
of the scene so that it can perform automatic threshold selection, subtraction operation and,
finally, pixel-wise classification.

3.1 Background Model:

In order to build a reference image which represents the background, a number N of
images will be used, whose color space is given in RGB. Each pixel < i > from the image is
modeled by a 4-tuple < Ei, Si, ai, bi >, where each element is defined as follows[1]:

e Ei the expected color value, defined as E; = [UR(i); uG(i); uB(i)], with pR(i);

HUG(i);uB(i) being the arithmetic means of each color channel for pixel i.

e S the value of the color standard deviation for each channel, defined as S; = [oR(i);

0G(1); oB(1)].

e ai the variation of the brightness distortion, computed as the root mean square (RMS)

of the brightness distortion a, given by Equation (1).

I'ng R 0 IG |5£ G +: ﬁ[ ﬁ, ) ]
1 -
_ IR. ] TGl ] "’B /
o= . 2 ....................... (1)
'-_’:R':j_" [:G':j- "-’B i} ]

e D the variation of chromaticity distortion, the RMS of the chromaticity distortion CD;,
is described in Equation (2).

:,—R‘-‘:_- cElE) B (i)

€D, N( (Dya o elilzemelhye  dplzemplih, )

3.2 Subtraction Operation and Classification:

In this stage, the difference between the background model and the current image is
evaluated. This difference consists of two components: brightness distortion ai and
chromaticity distortion CDi. In order to use a single threshold for all pixels, it is necessary to
normalize ai and CDi as follows:
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After the normalization of brightness and chromaticity distortions, the given pixel can be
classified into one of the four categories, i.e., Background, Shadowed background,
Highlighted background and Foreground, by the decision procedure described in Equation

(5).

F:CD, = 1o or &, <71,, clse
o -
M(i)= B: & <1y and & >14,else (5
£ & =0, else
H : otherwise

The thresholds -5 , 7.1, T,» are automatically selected from the information obtained during
the training stage, as explained in previous work. ;. is a lower bound used to avoid
misclassification of dark pixels.

4. Hardware/Software Co-design

Background subtraction techniques are computationally expensive in general, especially
when they are considered only the first stage in a multi-level video analytics system. For that
reason, efficient implementation is key to the development of real-time video surveillance
systems. An optimized hardware architecture has been developed using recent ideas that
allow a mixed hardware/software architecture to share its resources to solve many algorithm
stages as the ones related with system initialization and basic control. This permits to reduce
hardware resources, to extend the system flexibility and to significantly reduce development
time. So the main idea is to spilt background algorithm into two phase: training phase, which
can be done by soft processor (Microblaze) and subtraction and classification phase unitizing
hardware FPGA resources to provide the maximum performance benefit to the
hardware/software partitioning system.

Before the hardware implementation of the Horprasert architecture, it is necessary to run
both training and testing phase in MATLAB that is done in previous work. The target is to get
high percentage of correct classification(PCC) by changing various parameters. In additions
to that, initial training phase, necessary parameters will be extracted for offline which can be
done by FPGA soft processor while subtraction and classification needed online, so that is
constructed on the hardware of the FPGA.

The Xilinx Embedded Development Kit (EDK) [14] provides a graphical user interface that
allows the designer to create embedded systems based on MicroBlaze cores shortening the
design cycle of a SoC. EDK also provides a library of commonly used peripheral cores, and
several interface solutions to interconnect them. Moreover, it allows the designer creating
custom peripherals to implement functionality not available in the EDK peripheral library
and use them in the embedded system. Furthermore, EDK includes GNU-based software
development tools for MicroBlaze such as the C compiler, assembler, debugger, and linker.
Synthesis and implementation tools are also integrated. The XC3SD3400 Spartan-3A FPGA
chip is supported with a complete set of software and hardware development tools - Xilinx
Embedded Development Kit (EDK) and Xilinx Platform Studio (XPS) tools development
software. This tool is used to create a simple processor system.
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The first step is partitioning the system into hardware and software components. The
software is written in C and it runs into the MicroBlaze. The hardware (custom IP) has been
described in VHDL and is connected to the MicroBlaze through the PLB (Peripheral Local
Bus).

4.1 Microblaze Soft-Core Processor

MicroBlaze soft core is highly simplified embedded processor soft core with relatively
high performance developed by Xilinx Company.[14] This soft core enjoys high
configurability and allows designer to make proper choice based on his own design
requirements to build his own hardware platform. The processor architecture includes thirty-
two 32-bit general-purpose registers and the soft core adopts RISC instruction set and
Harvard architecture and has the following performance characteristics:
e 32-bit general-purpose registers.
e 32-bit instruction word length.
e Separated 32-bit instruction and data bus.

® A 32-bit version of the PLB V4.6 interface.
® | MB provides simple synchronous protocol for efficient block RAM transfers.
[ ]

Local Memory Bus (LMB) enables direct access to on-chip block memory (BRAM), it
provides high-speed instructions and data caching and features three-stage pipelined
architecture;
e Hardware debugging module (MDM) and eight input/output fast link interfaces (FSL) are
available.
The software component on the FPGA Horprasert model consists of the C code that runs on
the MicroBlaze to obtain an initial training phase.

4.2 Hardware Architecture

The foreground/background segmentation is executed by a hardware module, where the
current image and the background model are stored. Considerable reduction of the hardware
complexity of the architecture is achieved through precalculating and storing several
constants and avoiding division operations by substituting them for multiplications, which
require less hardware resources. In the case of brightness distortion ai, these constants are
computed according to Equation(6):

MG () MB(i) HR()
,G:':A_, T ,Bz‘:A, Y Rz’:A_ T
LB {0 LR (D)

The brightness distortion ai will remain as in Equation (7), making use of the constants Ri,
Gi, Bi.

ol =R;j |R(i) + G;j |G(i) + B |B(i) ................ (7)

In order to remove the divisions in the computation of the chromaticity distortion CDi, then
store (S:)7%, (a)"*and (bi) tinstead of Si, ai and bi.
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The main idea is to use Microblaze processor for the background model, the subtraction
and pixel-wise classification stages, will be performed by an IP core connected to the MPMC
interface (MultiPort Memory Controller provide access to external memory via multiport:
PLB, SDMA, XCL, VFBC and NPI) . This module has been designed with the high level of
abstraction hardware description language VHDL, VHDL has two input streams (background
model BM(i) and current image I(i)) and two output stream D1, &:. Figure 1 shows in more
detail the pipelined datapath for Horprasert testing hardware module.

The square root computation is generally grouped into two distinct categories. The
estimation methods, which includes algorithms such as Rough estimation and Newton-
Raphson method (and also its derivations: CORDIC, DeLugish's and Chen's), whereby the
second category is called digit-by-digit method. The restoring algorithm has a big limitation at
restoring step in the regular flow. Primarily for this

R(I)%@} e JeD o)

8bit
’ (I)Sﬁ,_’ 5 é (V ) i‘ ) a™ (i)
G (j)ent —> L6
(')7§—|_’®‘ 16bi G(' 8It§?t(l) &y :@ 0; 6.0 spm
lo () . % % |

B(i)l bit 16 blt
I (i% 16b|$ Ha() 8IbBt(I) 16t?i-1B(I)

Figure 1. Hardware Architecture of Intellectual-Property (IP) core for background subtraction
stage.

reason, although initially having led the way for all the other methods, it has been declined in
importance and nowadays it is no longer used [15]. The non restoring algorithm does not
restore the remainder, which can be implemented with least hardware resource usage, a
strategy to implement a modified non restoring square root algorithm based on FPGA which
adopt fully pipelined architecture will be used to calculate CDi. The main principle of the
method is only uses subtract operation and append 01 which is implemented in register
transfer level (RTL) abstraction, but add operation and append 11 are not used. This strategy
will needs fewer pipeline stages.

A hardware implementation of the non-restoring digit-by-digit algorithm for 6-bit
unsigned square root by an array structure is shown in Figure 2. The radicand is P
(P5,P4,P3,P2,P1,P0), U (U2,U1,U0) as quotient and R (R4,R3,R2,R1,R0) as remainder. It can
be shown that the implementation needs three-stage pipelines. The basic building blocks of
the array are blocks called Controlled Subtract-Multiplex (CSM). Figure 3 presents the details
of a CSM. The inputs of the building block are x,y,b and u, while ports bo(borrow) and d
(result) are the outputs. If u=0, then d<=x-y-b; else d<=x. For optimizing hardware resource
utilization of the implementation above, specialized entities can be created as building block
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components. It will eliminate circuitry that is not needed [15]. This strategy has provided a
universal modified non-restoring square root calculator, and offers an efficient in hardware
resource, and it is superior.

P5 P4 P3 P2 P1 PO
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Figure 2. Hardware Architecwure of the non-restoring algorithm for unsigned 6-bit square
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5. Experimental Setup
5.1 Xilinx Platform Studio

The Xilinx Platform Studio (XPS) is the development environment or GUI used for
designing the hardware portion of the embedded processor system. Xilinx Embedded
Development Kit (EDK) is an integrated software tool suite for developing embedded systems
with Xilinx MicroBlaze and PowerPC CPUs. EDK includes a variety of tools and applications
to assist the designer to develop an embedded system right from the hardware creation to final
implementation of the system on an FPGA as illsulated in Figure 4. System design consists of
the creation of the hardware and software components of the embedded processor system and
the creation of a verification component is optional. A typical embedded system design
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Figure 4 Design flow of EDK

project involves: hardware platform creation, hardware platform verification. Base System
Builder is the wizard that is used to automatically generate a hardware platform according to
the user specifications that is defined by the MHS (Microprocessor Hardware Specification)
file. The MHS file defines the system architecture, peripherals and embedded processors. The
Platform Generation tool creates the hardware platform using the MHS file as input[14].
Some other useful tools available in EDK are Platform Studio which provides the GUI
for creating the MHS and MSS files. Create / Import IP (CIP)Wizard which allows the
creation of the designer's own peripheral and import them into EDK projects. Bitstream
Initializer tool initializes the instruction memory of processors on the FPGA shown in figure2.
GNU Compiler tools are used for compiling and linking application executables for each
processor in the system [8].
the embedded processor system, and Software Debugger that invokes the software debugger
corresponding to the compiler being used for the processor. Xilinx Software Development Kit
(SDK) is an integrated development environment, complimentary to XPS, that is used for
C/C++ embedded software application creation and verification. The software application can

9
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be written in a "C or C++" then the complete embedded processor system for user application
will be completed, else debug & download the bit file into FPGA. Then FPGA behaves like
processor implemented on it in a Xilinx Field Programmable Gate Array (FPGA) device.

During implementation the design in EDK different files are generated along with block
diagram and system assembly view. Some of the screen shots are captured shown below, In
system assembly view bus connections with different modules is presented Figure 5

Bus Interfaces Parts Addresses

i+

Mame Bus Mame IP Type IP Version

dimb Imb_v10 1.00.a
ilmb Imb_v10 1.00.a
mb_plb plb_vd6 1.04.a
microblaze 0 microblaze  7.30.a
imb_bram bram_block 1.00.a
dimb_cntlr Imb_bram_i... 210.b
ilmb_cntlr Imb_bram_i... 210.b
DDRZ SDRAM mpmec 6.00.a
mdm 0 mdm 1.00.9
core_cd_0 core_cd 1.00.a
RS232 Uart xps_uartlite  1.0l.a
clock_gener... clock_gene.. 4.00.a
proc_sys_re.. Tr proc_sys_re.. 2.00.a

[ e 8 O o O e 8 e B P

X X e X X X N N X R N

Figure 5: Project In XPS environment

In Figure 6 block diagram view the hardware Horprasert module directly connected to the
processor. In the full form of the project, the data must read from DDRAM via NPI port and
connected to MicroBlaze via plb, but because the interfacing between custom IP core and
external memory require so much effort to completed it, the data input to custom IP by using
signals

10
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Figure 6: System Block Diagram in EDK

Part of MHS file view in EDK screen shown in Figure 7. The custom IP core could classify
each pixels in testing frame into three form as object, background or shadow. So that
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(A) Green LED for Blue Pixels (b) Red Led For Red Pixels
Figure 8:The classification Result On LED of Spartan-3A Kit

5.2. Experimental Results
The architecture has been designed and implemented on XC3SD3400 Spartan-3A FPGAs
by Xilinx, the simulation result and Synthesis Report are shown in Figure 9 and tablel
respectively. The simulation of the architecture designed (as showed above in figure(1)), where the
input signal is (r,g,b :that perform the equation in eq.(7), Ir,1g,1b: represent the colored pixel, invs:
represent the standard deviation, inva, invb : represent variation computed by take the RMS of
brightness and color distortion, the thresholds for classification input (maxtal,maxt2,maxcd,talo)
and the oimr,0img,oimb are the pixels output (in figure 9 shown the first output present red pixels
that is mean the pixel is forground (new object present). The hardware architecture consists of a
pipelined structure divided into several basic stages which work in parallel with a data throughput
of 1 data per clock cycle being able to produce a new output data each cycle. The processing time
of pixel is equal to 5.282 ns, which is enough to complete operations of 30 color frames with
1,920 x 1,080 resolution.
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Figure 9: The simulation result of the Horprasert
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Table 1: Resource Utilization Summary (generated by (EDK)

Resource Type Used Available Percent(Utilization)
Slice 3,032 23,872 12%
Slice Flip Flops 2.808 47,744 5%
4 Input LUTs 2.837 47,744 5%
Bonded 10Bs 86 469 18%
DCM 1 8 12%
DSP48A 3 126 2%

6. Conclusion

This paper presents a design of custom IP core for surveillance System that makes use of
the FPGA and its embedded microprocessor, with the development environment for System-
on-Programmable Chip (SoPC) design. The architecture is designed to perform background
subtraction in video sequences based on the Horprasert algorithm. The Horprasert algorithm
can be divided into two stage, training phase and testing phase. The co-design strategy allows
to assign non-real-time constrained operations to software running on the processor in order to
decrease the hardware resources required which is used for second stage. In this paper, the
proposed hardware architecture for the IP core that performs the background subtraction,
pixel classification are implemented on the XtremeDSP Video Starter Kit. The hardware
architecture consists of a pipelined structure divided into several basic stages which work in
parallel with a data throughput of 1 data per clock cycle being able to produce a new output
data each cycle. A commodity IP core will be able to compute the testing stage of Horprasert
algorithm in real-time With less than a 54% of the resources utilization of a XC3SD3400
Spartan-3A low-cost family FPGA, the system achieves a frequency of 189.322MHz reaching
30 fps with resolutions up to 1,920 x 1,080.
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Design and FPGA Implementation of Systolic Array

Architecture for Matrix Multiplication
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Abstract
The evolution of computer and Internet has brought demand for powerful and
high speed data processing, but in such complex environment, fewer methods can
provide perfect solution. To handle above addressed issue, parallel computing is
proposed as a solution to the contradiction. This paper provides solution for the
addressed issues of demand for high speed data processing and demonstrates an
effective design for the Matrix Multiplication using Systolic Architecture on
Reconfigurable Systems (RS) like Field Programmable Gate Arrays (FPGASs).Here, the
systolic architecture increases the computing speed by combining the concept of parallel
processing and pipelining into a single concept. The RTL code is written for matrix
multiplication with both systolic architecture and conventional(sequential) method in
VHDL , Synthesized by using Xilinx ISE 14.2 and targeted to the device xc3s500e-4fg320
, then finally the designs are compared to each other to evaluate the performance of
proposed architecture. The proposed Matrix Multiplication with systolic architecture
has given the core speed 210.2MHz ,it enhances the speed of matrix multiplication by

twice of conventional method which is 101.7MHz.

Keywords: FPGA, Matrix Multiplication, Parallel Computing, Systolic Array, VHDL.
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1-Introduction

In the sphere of information processing , matrix computations are amongst the most
frequently required and computationally intensive tasks, Their computation forms the basis of
many important applications, such as digital signal, image and video processing, numerical
analysis, computer graphics and vision, etc. The nature of matrix multiplication algorithms is
such that they are perfectly suited to parallel exploitation

Systolic networks are a class of pipelined array architectures which rhythmically
compute and pass data through the complex, these arrays are suited for processing repetitive
computations. Although this kind of computation usually involves a great deal of computing
power, such computations are parallelizable and highly regular[1]. The systolic array
architecture exploits this parallelism and regularity to deliver the required computational
speed. In computer architecture, a systolic architecture is a pipelined network arrangement of
Processing Elements (PEs) called cells, each cell shares the information with its neighbors
immediately after processing, all systolic cells perform computations concurrently, while
data, such as initial inputs, partial results, and final outputs, is being passed from cell to cell.
When partial results are moved between cells, they are computed over these cells in a pipeline
manner. In this case the computation of each single output is separated over these cells. This
contrasts to other parallel architectures based on data partitioning, for which the computation
of each output is computed solely on one single processor [3-4]. When a systolic array is in
operation, computing at cells, communication between cells and input from and output to the
outside world all take place at the same time to accomplish high performance. The basic
principle of systolic array is shown in Fig.1[5]. Being able to implement many operations
simultaneously is one of the advantages of systolic arrays. Other advantages include modular
expandability of the cell array, simple and uniform cells, efficient fault-tolerant schemes ,
nearest-neighbor data communications and balancing computations with the 1/0[6].

MEMORY |, MEMORY
PE PE | PE | --—m- PE
A B
100ns 100ns
SMOPS 30MOPS
A) basic principle of conventional design B) basic principle of Systolic array design

Figure 1. Basic principle

There have been many researches in the field of matrix multiplication, Amira et al.
presented a high throughput architecture based on systolic array for bit level matrix
multiplication [7], Baugh-Wooley algorithm is adopted for the design of serial-parallel matrix
multiplier.
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Amira et al. designed a parameterizable system for 8-bit fixed point matrix
multiplication using FPGA [8], Their design used both systolic architecture and distributed
arithmetic design methodology for the implementation of matrix multiplication .

In[9], Mencer et al. implemented the matrix multiplication on Xilinx XC4000E FPGA, Their
designs employ bit serial multipliers using Booth encoding. They focused on tradeoffs
between area and maximum running frequency with parameterized circuit generators. Their
design was improved by Amira et al. in [10] using modified booth encoder multiplication
along with Wallace tree addition.

Jang et al. improved the design in [11] and [12] in terms of area, speed [11] and energy
[12] by taking advantage of data reuse. They reduced the latency for computing matrix
product by employing internal storage registers in the processing element (PE). Their
algorithms need n multipliers, n adders,and total storage of size n2 words.

Kung et. al. have proposed a unified systolic architecture for the implementation of
neural network models [13]. It has been shown that the proper ordering of the elements of the
weight matrix makes it possible to design a cascaded dependency graph for consecutive
matrix multiplication, which requires the directions of data movement at both the input and
the output of the dependency graph to be identical, iterations of a back-propagation algorithm
have been mapped onto a ring systolic array.

Choi et al. developed novel designs and architectures for FPGAs which minimized the
power consumption along with latency and area [14]-[15]. They used linear systolic
architecture to develop energy efficient designs. For linear systolic array, the amount of
storage per processing element affects the system wide energy. Thus, they used maximum
amount of storage per processing element and minimum number of multipliers to obtain
energy-efficient matrix multiplier.

A large number of systolic array designs have been developed and used to perform a
broad range of computations. In fact, recent advances in theory and software have allowed
some of these systolic arrays to be derived automatically [16]. There are numerous
computations for which systolic designs exist such as signal and image processing,
polynomial and multiple precision integer arithmetic, matrix arithmetic and nonnumeric
applications [17].

The rest of this paper is organized as follows. In section 2 the methods and materials of
the architectural design is presented. Section 3 shows the hardware Implementation details.
The Experimental result are given in section 4. Section 5 concludes this paper.

2- Background And Theory

2.1 Basic concepts of systolic systems

The designation systolic follows from the operational principle of the systolic
architecture. The systolic style is characterized by an intensive application of both pipelining
and parallelism, controlled by a global and completely synchronous clock. Data streams
pulsate rhythmically through the communication network, Here, pipelining is not constrained
to a single space axis but concerns all data streams possibly moving in different directions and
intersecting in the cells of the systolic array[18].

A systolic system typically consists of a host computer, and the actual systolic array.
Conceptionally, the host computer is of minor importance, just controlling the operation of
the systolic array and supplying the data. The systolic array can be understood as a specialized
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network of cells rapidly performing data-intensive computations, supported by massive
parallelism.

A systolic algorithm is the program collaboratively executed by the cells of a systolic
array.

Systolic arrays may appear very differently, but usually share many of key features:

Modularity ( the array consists of modular processing units , Regularity (the modular units are
interconnected with homogeneously),Spatial Locality ( the cells has a local communication
interconnection), Temporal locality(the cells transmits the signals from one cell to other
which require at least one unit time delay)

There are three types of systolic array based on its topology, One dimensional systolic
array (Linear Array), Two dimensional systolic array (Mesh-connected Array), Three
dimensional systolic array.

In this paper ,the tow dimensional systolic array was chosen as a proposed architecture

2.2 Matrix Multiplication Algorithm
Matrix-Matrix multiplication algorithm of an
ixk matrix A with kxj matrix B results in new
matrix denoted by C of dimension ixj. Matrix C is
L given by C=A:-B where the
o5 = Zaik by elements are defined as:
k=1

1)

where, A = [aik], B = [bkj] and C = [cij] are
matrices of appropriate dimensions Matrix
multiplication is based on the pseudo code shown in
Fig. 2. In the shown pseudo code i, j,and k are the
loop indices. The loop body consists of a single
recurrence equation given by (2)

C[i,jl = C[i,j] + AI.K] x B[k,]]

where, A [i,K] and B [k,j] are input variables and
their values are needed to execute this loop. C [i,j]
is an output variable whose value is to be
computed.

The calculation in the above equation is
done iteratively: in each step, a product a[i,k] b[K, j]
is calculated and added to the current partial sum
for c[i, j]. Obviously, the partial sum has to be
cleared or set to another initial value, if required
before starting the accumulation
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procedure Matrix Multiplication(A, B)
input A, B i*k matrix
output C k¥ mamix

begin
for(i=0;i<n;i++)
for(j=0:j <n:j+)
Clij]=0:

end for

end for
for(i=0;1<n;i+t)

for (j=0:j <n:j+¥)
for(k=0;k=n;k++)
Clij]=Clj] + AlLk] * Blk;]
end for

end for

end for

end MamixMultplication

Figure (2): Pseudo code for matrix
multiplication
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Now ,in the Pseudo code shown above , If i=j =k = N, we have to perform N3
multiplications, additions, and assignments, each. Hence the running time of this algorithm is
of order O(N?) for any sequential processor.

The above equation can also be realized with the array of processors(systolic array) of
dimension ixj, as shown in Fig. 3. The connections are realized in horizontal and in vertical
directions. Therefore the mesh connections of Linear processor Array structure is convenient
for this operation where the data stream of matrix A is flowing to the right and the data stream
of matrix B is flowing top down. The elements of matrix C are stored in the appropriate
processors of the array . In this case the expected speedup is

3-Hardware Implementation Details

3.1 Proposed Architecture

The proposed architecture is a two dimensional systolic array ,it consists of four
process elements (PE) or cells, to multiply a two 2-by-2 matrices , The cells of the systolic
array can exchange data through links, drawn as arrows between the cells in Fig.4 (a).
Boundary cells of the systolic array can also communicate with the outside world. All cells of
the systolic array share a common connection pattern for communicating with their
environment. The completely regular structure of the systolic array (placement and
connection pattern of the cells) induces regular data flows along all connecting directions[19].
Fig.4(b) shows the internal structure of a cell. There is a multiplier, an adder«three registers,
and four ports, plus some wiring between these units. Each port represents an interface to
some external link that is attached to the cell. All the cells are of the same structure. Each of
the registers A, B, C can store a single data item. The designations of the registers are
suggestive here, but arbitrary in principle. Registers A and B get their values from input ports,
shown in Fig.4 (b) as small circle on the left side of the cell. The current values of registers A
and B are used as operands of the multiplier and at the same time, are passed through output
ports of the cell, shown in fig.4(b) as small circle on the right side of the cell . The result of
the multiplication is supplied to the adder, with the second operand originating from register
C. The result of the addition eventually overwrites the past value of register C.

bss
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bz b1z 4
bn EYE
‘—“

ann aiz air—Pl1 P2 —P3 ﬁ ¢ H l_‘
{’E} | Yo o)
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a; asz asl —~};? ——‘ﬁ—-@—- T

o3 ] Figure (3): Architecture for

(a)Array structure and input scheme D[ Matrix Multiplication

logn
(b)Cell structure 8

Figure 4. systolic array for matrix product
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3.2 Implementation of the Algorithm
There are five steps of mapping algorithm to systolic architecture:
1. Buffer all the variables.
2. Determine the PEs functions by collecting the assignment statements in the

loop bodies into m input and n output functions {Determine dependence matrix}
3-Find transformation matrix (T).
4. Apply a linear reindexing transformation matrix (T).
5. Find connections between processors and the direction of data flow.
these steps will be implemented to the algorithm of multiplication of 2-by-2 matrices.
First, consider the following algorithm which represents multiplication of two -2 by 2
matrices A and B :
for (k 1= ;k<=2 ;k++)

for (i=1 ;i<=2 ;i++)

for (j=1 ;j<=2 ;j++)
C(i.j) = C(i.j) + B(k,j) * A(i k)

Second, represent the index set for this algorithm as in table (1):

Table (1}: index set for matrix multiplication algorithm

we (K] | CGA) = Ci) + B(k,]) * A(i, k)
(1,1,1) (1,1) (1,1) (1,1) (1,1) |
(1,1,2) | (1,2) (1,2) — (1,2) {1,1) «
(1,2,1) | (21) (2,1) (1,1 (2,1) ]
{1,2,2) (2,2) (2,2) {1,2) {(2,1) ~—
{2,1,1) (1,1) {(1,1) (2,1) {1,2)
(21,2) | (1,2) (1,2)«— (2,2) (1,2) |
(2,2,1) | (2,1) (2,1) (2,1) } (2,2) j
(21252) (252) (232) -~ (2n2) o (212)

Pipingonk Pipingoni Pipingon j
d,=(1,0,0) d,={0,1,0) d;=(0,0,1)

By applying the above mentioned steps to this algorithm:
Step one: buffering all variables:
Each index element is shown as a three-triple (k,i,j). Note that for both index elements

(k,i,1) and (k, i, 2), the same value of A(i, k) is used; that is, the value A(i, k) can be piped
on the j direction. Similarly, values B(k,j) and C(i, ) can be piped on i and k directions,

respectively. Based on these facts, the algorithm can be rewritten by introducing buffering
variables 4j + 1, Bi + 1, and Ck+1 , as follows:

for (k 1= ;k<=2 ;k++)
for (i=1 ;i<=2 ;i++)
for (j=1 ;j<=2 ;j++)
{ A+ k) =A(k)

Bi+1 (k,j) =Bi(k,j)

Cre1(i, J) = Ck(i, ) + Bi(k,j) * Ai(i, k) }
Step two: Determine dependence matrix:
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The set of data dependence vectors can be found by equating indices of all possible pairs of
generated and used variables. So the dependence matrix D= [d1 | d2 | d3 ] can be expressed
as:

d‘ 1 d t d 3
1o 0
D =
0 1 0
0 0 1
Step three: Find transformation matrix(T):
we are looking for a transformation T that is of the form:
H t'11 t’l: t'13
T:[S} Where IId; =0 andLeT® =|t, t, t,
t, t, t

31 32

The condition I1di >0 (for i=1,2,3 ) implies, and to reduce the turnaround time,
we try to choose the smallest values for t11 , t12 , and t13 such as:

tyy =t =t;3=1 that is IT = (1,1,1)

the choice of S will determine the interconnection of the processors.

A large number of possibilities exist, each leading to different network geometries.

our option is:
1 1 1
S :|:0 1 0:| Thug : T=|0 1 0
0 01 0 0 1

In general, for the multiplication of two n-by-n matrices,22 PEs are needed thus for this
design, four PEs are needed. The interconnection between these processors is defined by:
X —— !
s

y———j

Where x and y refer to the movement of the variable along the direction i and j, respectively.

Thus
0 1 0
Spdy=| | Sida=| | Sida=|

Step four: Apply a linear reindexing transformation (T):
When we apply a linear reindexing transformation, table (2 ) will result:
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Table (2 ): reindexing transformation

Transfer Original Transform Cs As B's Time PE
matrix index index element
T * [1,1,1]t = [3,1,1] cll all b11 3 (1,1)
T * [1,1,2]t = [4,1,2]t cl2 all b1z 4 (1,2)
T * [1,2,1]t = [4,2,1] c2l a2l b11 ) (2,1)
T * [1,2,2]t = [5,2,2]t c2l a2l b1z 5 (2,2)
T * [2,1,1]T = [4,1,1] cl2 alz2 b21 4 (1,1)
T * [2,1,2]t = [5,1,2] cl2 alz h22 3 (1,2)
T * [2,2,1]t = [5,2,1] c22 a22 b21 3 (2,1)
T * [2,2,2]T = [6,2,2] c22 a22 h22 6 (2,2)

. . . bzz b1z — Cy> |—> Cyy |—>
Step five: Find connections between processors and the 1,2) 22
direction of data flow:

At first unit of time, b11 and all enter PE11 which B2y By — Gy f—s | —
contains variable c11, Then each PE performs a multiply ; |G [@n
and an add operation. Fig. (5) shows the required | a1

Q42 L FPY

interconnections between the PEs. a

Figure 5. required

4-Experimental results interconnections between the PEs
4.1 Simulation Results:

The implementation of Matrix Multiplication is done in both methods i.e. Sequential
and Systolic Architecture, on FPGA . The simulation results have given that, the Systolic
architecture implementation requires less number of clock cycles than Sequential method, it
requires 4 clock cycles only to display the final result. The simulation result of systolic
architecture is shown in Fig. 6. This result exposes the parallel processing and pipelining by
the systolic array architecture and also the elements of input and output matrices A,B and C
respectively, Where the matrix elements are of 8 bit each. Fig.7 shows the simulation result of
the sequential matrix multiplication, it can be seen the resulted matrix C after 8 clock cycles,
when every resulting element is displayed after 2 clock cycle.
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Elements of matrix A

Elements of matrix B

I reset 0 | |
p W aaal12 (144,371, (04, 321) : [114,37,[0,32]
» B bbbjL:2) [(2¢, 34), (12, 34)) [ (e, te],[12,14]

» M «qr [1074e, 0681, (05¢0, 056e] | [0 )({UUOUDU-) [pooogiocc... [fo74e ux... [[074e}062 ([oFse, 0604, [05c0,056¢]]

b W petf1s0) 0 0000 ) 03m ) ome : 0000 |

» N peds 0000 0% ) oG j 10000

» W 3150 000 02k 050 [ 10000

p W pedtso) * 0186 0o
F_

Four clock cycles

Three level of parallel processing and each

F 9
v

Result matrix C=A*B

parallel processing having tow level of pipelining Computing time for multiplication

of tow 2- by- 2 matrices A and B

Figure 6. Simulation wave form of Systolic Array Architecture

| Elerments ofmatrix B | ‘ Elements of matrix A ]
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@
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Ome result of matrix C aftereach? clock eyele

Figure 7. Simulation waveform of sequential multiplication Architecture
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4.2 Speed and performance evaluation

After synthesizing the designs using ISE14.2, it is found that the maximum operating
frequency for the systolic architecture is 210.2MHz while for the conventional method is
101.7MHZ . The brief summary of number of resources is exposed in Table (3).

Table 3. Performance evaluation of Systolic Array architecture for Matrix

Multiplication
Name of Numb er of cormponents used
Conponent i .
5.No Conventional | Systolic Axray
Method Architecture
1 Cntical path 0.831Ins 4.75ns
delay
2 Number of g 4
MULT18X18510s
3 8-bit adder 3 3
4 4-bit up counter ] 1
5 &-bit up 0 2
accurmmlator
6 8-bit regster 65 28

5- Conclusions

This paper evaluates the performance of two-dimensional systolic array compared to
conventional approach for the multiplication of matrices. The execution time was examined
and the systolic array show better results compared to the conventional approach. The main
advantage of the systolic array is that processing elements can be reused for a new
multiplication without the need of intermediate storage. In conclusion, an orthogonal systolic
array can be used perfectly in order to handle large sizes of matrix multiplication with better
performance than conventional approach. And it can deal with a large amount of data and
overcome the drawbacks that result from I/O and memory bandwidth bottleneck. The
proposed design was simulated, synthesized and implemented on FPGA device xc3s500e-4-
ft320 and it has given the core speed 210.2MHz which is more than two times of sequential
method 101.7MHz.
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Automatic Segmentation of Normal and Pathological Tissues In
MRI Brain Images based on Classifier and Clustering Methods
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Abstract

Segmentation of brain magnetic resonance images is a crucial step in surgical and
treatment planning. In this paper, a fully automatic technique is proposed for a precise
segmentation of normal and pathological tissues in MRI brain images. The normal
tissues such as WM (White Matter), GM (Gray Matter) and CSF (Cerebrospinal Fluid)
are segmented from the normal MRI images and the pathological tissues such as tumors
are extracted from the abnormal images. The abnormal segmentation technique can
detect tumors, extract them from MRI images, find their position and finally calculate
their area. All these could be done based on combining neural classifier with clustering
methods. The abnormal MRI slices are divided into equal sized blocks then five features
are extracted from each block of abnormal slice. They are the two dynamic statistical
features (mean and variance) and the three 2D wavelet decomposition features
(horizontal , vertical and diagonal) which are used as inputs to the neural network units
for tumor blocks detection. Then Otsu or K-mean clustering methods are used to extract
tumors from detected tumor blocks. The segmentation based on Otsu's clustering or
K-mean's clustering is implemented using MATLAB 7.12.0.635 on 572 magnetic
resonance images having brain tumors to extract them and also on images without any
abnormality to segment the White matter, Gray matter and Cerebrospinal Fluid on
different MRI cases. A hybrid technique provides a good quality results for clustering
healthy tissue structures and pathology tissues. The requirement for a surgical planning
or even image-guided surgery now could be performed more accurate.

Keywords: Brain Segmentation; Clustering; White Matter (WM), Cerebrospinal
fluid(CSF), Gray matter(GM); K-mean.
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1. Introduction

In the last two decades medical science has seen a revolutionary development in the
field of biomedical diagnostic imaging. The current advancement in the field of artificial
intelligence and computer vision technologies was very effectively put into practice in
applications such as diagnosis of diseases like cancer through medical imaging. This
intelligent system uses medical images as an input to analyze normal and pathological tissues
from MRI brain images, which is generally recognized as key to better diagnosis and patient
care. Although patient scans can be obtained using different imaging modalities, Magnetic
Resonance Imaging (MRI) system has been commonly preferred for brain imaging over other
modalities because of its non-invasive and non-ionizing nature, and also because it allows for
direct multi-plane imaging. MR images of the brain and other cranial structures are clearer
and more detailed than with other imaging methods. This detail makes MRI an invaluable tool
in early diagnosis and evaluation of many conditions, normal or including tumors.

Normally the structure of brain is complex and its accurate segmentation is very crucial
for finding the tumors, edema and necrotic tissues in order to specify proper therapy [1]. The
brain matters are mainly categorized as white matter, gray matter, cerebrospinal fluid or
vasculature as shown in Figurel. Mostly the brain structures are clearly described by the
boundaries of the tissue classes, so a technique to segment tissues based on these categories is
a major step in quantitative morphology of brain.

White Matter
CSF WM GM Tumor

Figure (1): Axial Section of the Brain with normal tissues: CSF, WM, GM
and with Abnormal Tissues: Tumor

Cerebrospinal Fluid

Brain tumor detection and segmentation have been of interest to researchers recently,
however, to this day there exists no comprehensive algorithm built and adopted in the clinical
setting. Tumors may be malignant or benign as determined by a biopsy, and are known to
affect brain symmetry and cause damage to the surrounding brain tissues. Automated tumor
segmentation approaches are often challenged by the variability in size, shape and location of
the tumor, the high degree of similarity in the pixel intensities between normal and abnormal
brain tissue regions, and the intensity variations among identical tissues across volumes. As a
result, unsupervised thresholding techniques have not been very successful in accurate tumor
segmentation[2].

Approaches for tumor segmentation can be either region-based or pixel-based. The
active contours method is a widely adopted region-based approach that is usually combined
with a level-set evolution for convergence to a region of interest. Pixel-based approaches such
as K-mean, fuzzy C-Means (FCM) using neighborhood labels have also achieved some
success in tumor segmentation. However, processing issues with respect to contour
initialization, noise reduction, intensity standardization, cluster selection, spatial registration,
and the need for accurate manual seed-selection leaves substantial room for improvement. In
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addition, building a robust automated approach that does not require user intervention is very
important, particularly for processing large data sets.

2. Literature Review

In this section, review some of the primary techniques available in literature for brain
MR image segmentation. In the recent years various schemes for processing medical images
appeared in literature. Researchers have developed many schemes and techniques for
segmenting and characterizing the medical images.

Jingxin et al. [3], suggest employing the Hidden Markov Random Field (HMRF) model
for segmenting a multi-channel brain MR images by using Spatial accuracy-weighted Hidden
Markov random field and Expectation maximization (SHE) approach. Authors integrating the
SHE method into a computerized system to aid the diagnosis and follow-up of glioblastoma
multiforme patients. Although this method does not completely eliminate the problem of
inaccuracy resulting from registration of low-resolution image data to high-resolution data,
the algorithm presented suggests a promising research direction for automated segmentation
of clinical brain tumor images.

Dipak Kumar Kole et.al[4] proposed a new medical diagnosis system for image
segmentation. They proposes an automatic brain tumor detection and isolation of tumor cells
from MRI images using genetic algorithm (GA) based clustering method, intensity based
asymmetric map and region growing technique.

B. Vijayakumar [5],[6] highlight that segmentation results will not be accurate if the
tumor edges are not sharp, and this case occurs during the initial stage of tumor. Texture-
based method is proposed in this paper. In first phase classify brain images into tumor and
non-tumors using Feed Forwarded Artificial neural network based classifier. After
classification tumor region is extracted from those images which are classified as malignant
using two stage segmentation process. Along with brain tumor detection, segmentation is also
done automatically using consists of first order and second order GLCM (Gray level Co-
occurrence Matrix) based features extraction from segmented brain MR images. Experiments
have revealed that the technique was more robust to initialization, faster, and precise but this
method is little complicated.

S. Javeed Hussain et.al[1],[7],[8] implements a neuro-fuzzy segmentation process of the
MRI data to detect various tissues like WM, GM, CSF and tumor. To detect brain tumor a
neuro fuzzy segmentation technique initially performs classification process by utilizing dual
FFBNN networks. In terms of features that are extracted in two ways from the MRI brain
images. Then compare the results with the existing ones. This attains a higher value of
detected tumor pixels than any other segmentation techniques. features that are extracted in
two ways from the MRI brain images. A Seed Region Growing[9] is used to segment a
color image. Seeds is automatically selected depending on calculating the pixel intensity
difference of pixel in the Luv color space and relative Euclidean distances. Initial regions are
developed by applying SRG to selected seeds and classified based on the region distance
defined by the color spatial and adjacent information. A combined segmentation and
histogram thresholding technique [10] has been presented for analyzing MRI brain images.

Ajala Funmilola et.al [11],[12] discussed various image segmentation algorithms. They
compare the outputs and check which type of segmentation technique is better for a particular
format. Their work is mainly focused on clustering methods, specifically k-means and fuzzy
c-means clustering algorithms. They combine these algorithms together to form another
method called fuzzy k-c-means clustering algorithm, which results better in terms of time
utilization. The algorithms have been implemented and tested with MRI images of human
brain. Results have been analyzed and recorded.
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Li et al. [13] report that edge detection, image segmentation and matching are not easy
to achieve in optical lenses that have long focal lengths. Previously, researchers have
proposed many techniques for this mechanism, one of which is wavelet-based image fusion.
The wavelet function can be improved by applying discrete wavelet frame transform (DWFT)
and support vector machine (SVM). In [14],[15] study evaluates various techniques that play
a vital role within the domain of segmentation brain MRI images. A few data mining
techniques are also used for segmenting medical image. Data mining is the method of
discovering meaningful global patterns and relationships that lie hidden within very huge
databases containing vast amount of data. Similar type of data is classified by using
classification or clustering method, which is the elementary task of segmentation and pattern
matching. Various techniques like neural networks, bayesian networks, decision tree and rule-
based algorithms are used to get the desired data mining outcomes in segmentation.

This paper proposes a simple automatic segmentation method which separates brain
tumors from healthy tissues in an MRI image to aid in the task of tracking tumor size over
time. An initial classification process is done using dynamic neuro-fuzzy technique to
classify input MRI of tumorous and normal. In Segmentation, the normal tissues such as
White Matter (WM), Gray Matter (GM) and Cerebrospinal Fluid (CSF) are segmented from
the normal MRI images and pathological tissues such as Tumor is segmented from the
abnormal images.

The rest of this paper is organized as follows: In section 2, the overview of the proposed
method is provided. Section 3 gives the concepts of segmentation algorithm and describes
Ostus, k-mean based clustering approach. The experimental results are presented in section 4
and section 5 concludes the paper.

3. Proposed Brain Tissue Segmentation
This paper proposes an efficient method to segment the normal and pathological tissues in the
MRI brain images. Two major stages are involved in segmentation methodology:

e Classification

e Segmentation

3.1 Classification

Initially, the classification process is done on the given MRI brain images. In
classification, the feature extraction process is performed then these extracted features are
given to the Fuzzy Inference System (FIS) and Feed Forward Neural Network (FFNN) for
classifying MRI brain slices, that is done in the previous work [16]. In this way, the brain
MRI images are classified into normal and abnormal. Next, the segmentation process is
performed for these classified images.

3.2 Segmentation

Segmentation process is performed in both normal and abnormal images. In normal
images, the normal tissues such as WM, GM and CSF are segmented and in abnormal images,
tumor tissues are extracted and determined some properties like the size and position of the
tumor. Following are the two steps involved in the segmentation process: 1) normal tissue
segmentation 2) Pathological tissue Segmentation.

3.2.1 Normal Tissue Segmentation
In MRI brain images, the normal tissues such as WM, GM and CSF are segmented as
shown in Figure 2. The detail description about this segmentation process is given in [1],[17].
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The skull stripped image Is is given as input to the WM and GM segmentation process. Here,
the major step is to segment the WM and GM tissues from the image Is by utilizing Gradient
Method. The smoothing process is performed in the input image Is by applying Gaussian
convolution filter. Smoothed image obtained from the Gaussian convolution filter is I . After
that, gradient operation is applied to the image Ig. The gradient of two variables x and y is
defined as follows,

Vi(xv) = iii + iii (1)

Using the gradient values, the current edges in the image are marked using the following two
equations:
1

G=x(D+y(? , Em=_7 (2)

Then, the binarization process is performed in the edge marked image Em in [17]. In
binarization process, the gray level value of each pixel in the image Em is observed by using
global threshold Tg (which is the mean value of image Em ) and the resultant binarized image
is Ib . Then, the binarized image Ib is subjected to morphological opening and closing
operation. Opening and closing operation is utilized to remove small objects and small holes
from the image Ib . Finally, MRI brain image WM and GM tissues are segmented based on

their intensity values [17].

[I-t-".-‘ri'; I;=1 3
5‘.‘1r:ir_'. .Irl.'_;.;' - ':I ( )
The result of WM and GM segmented images are denoted as Iw , | g . Another one
normal tissue CSF is segmented by the Orthogonal Polynomial Transform (OPT). In

orthogonal polynomial transformation, image Icf is computed using the following formula,
where Is is the input image and rand represents a random number generator.
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Figure (2): Normal Segmentation Flow
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Sob represents the sum of the pixels that are greater than or equal to a threshold value
(100 is considered in this paper because the pixels minimum values are zeros and most of
their maximum values do not exceed 200, as 100 lies in the mid, therefore it is selected as a
threshold value), and the Icf represents the image that contains the CSF as a black color.

3.2.2 Pathological Tissue Segmentation

Pathological tissues such as tumor is segmented from the classified abnormal images by
combined two different methods:

e Feed forward neural network (FFNN) as a classifier.
e Otsu and K-mean clustering algorithms.

As first, the proposed hybrid method investigate a feed forward neural network as the
classifier to discriminate the tumor blocks from the non-tumor regions. In the selected brain
tumor slice, each of the slices of the subject dataset to be segmented is divided into non
overlapping equal sized square blocks of size 32*32 pixels. The features vector for each block
is calculated. The trained FFNN for the corresponding brain view is used to predict the
class labels for all the non-overlapping blocks. Particularly in each block, 5 features are
extracted namely, statistical features such as mean and variance, and multilevel 2D wavelet
decomposition features such as horizontal, vertical, diagonal bands of wavelet transform. The
feature vector of each block is.

Fo={M, Es, Hb, Vb, Dy} (5)
Mean and Variance features are extracted directly from each block, as below
1 : .
Mp = _NthI :fl: 1 E;:::l B(n,m) (6)
1 ; A _
Ep= N-:M Z:ﬁ: 1 Z;;'=1 (B(n,m) —Mb) (7)

Where B is the 32*32 block in MRI abnormal image slices, N and M are number of
pixels available in rows and columns in blocks respectively.

To obtain the wavelet features, here "Haar" wavelet is applied to the block and
performed two levels of wavelet transform. After preformed the second level of wavelet
transform, three features are extracted (HL, LH and HH) from the result image. The
computation of these three features are described in the following equations:

1 ; . .

Hb:EZj.:lZ;:l h(i,j) (8)
1 , . .

Vo=, Zj=1 2=V (0) (9)
1 , . .

Db:EZ}:lzézl d {EJJ:] (10)

These feature values are used as the input vectors to the classifier. The output of the
classifier suggests presence/absence of tumor in a given block. Specifically, a classifier output
that is close to ‘one’ suggests a tumor block while the output that is close to ‘zero’ suggests
non-tumor block. The second stage of the proposed hybrid method is to extract tumor from a
detected tumor blocks. For this goal two segmentation algorithm are used:

1. The Otsu’s thresholding method: Otsu’s thresholding is viewed as a statistical decision
theory concept. The main goal of this method is to minimize the average error incurred in
assigning pixels to classes. This segmentation is based on the probability density function of
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grey-levels of each class occurring in a given problem. The Otsu’s method aims at
maximizing the between-class variance. The basic idea is that well-thresholded classes should
be distinct with respect to the grey-level values of their pixels, and, conversely, that a
threshold giving the best separation between classes in terms of their intensity values would
be the optimum. The steps of the Otsu’s thresholding method as stated in [18] are as follows:
Compute the normalized histogram of the input image.
Compute the cumulative sums P(k) for k=0,1,2,...,L-1
Compute the cumulative means M(k) for k=0,1,2,...,L-1
Compute the global intensity mean Mg
Compute the between-class variance oz (X)) for k=0,1,2,..., L-1
Obtain Otsu’s threshold k* as the value of k for which oz (K is maximum. If the

maximum is not unique, obtain k* by averaging the values of k corresponding to

the various maxima detected.
2. K-Means Clustering Algorithm: It is one of the simplest unsupervised learning
algorithms that solve the well known clustering problem. The procedure follows a simple and
easy way to classify a given data set through a certain number of clusters (assume k clusters)
fixed a priori. The main idea is to define k centroids, one for each cluster. These centroids are
placed at different location to cause different results. So, the better choice is to place them as
much as possible far away from each other. The next step is to take each point belonging to a
given data set and associate it to the nearest centroid [18]. When no point is pending, the first
step is completed and an early grouping is done. At this point we need to re-calculate k new
centroids as bar centre of the clusters resulting from the previous step. After we have these k
new centroids, a new binding has to be done between the same data set points and the nearest
new centroids. A loop has been generated. As a result of this loop we may notice that the k
centroids change their location step by step until no more changes are done. In other words
centroids do not move any more. Finally, this algorithm aims at minimizing an objective
function, in this case a squared error function.

P =X Bk =gl (11)

o akwnE

Where ||ar -G |l is a chosen distance measure between a data point f;" and the cluster centre

¢j; an indicator of the distance of the N data points from their respective cluster centres. The
generalized algorithm is composed of the following steps:

1. Pick K cluster centres, either randomly or based on some trial and error.

2. Assign each pixel in the image to the cluster that minimizes the distance, pixel color
difference, intensity, texture, and location between the pixel and the cluster centre

3. Re-compute the cluster centres by averaging all of the pixels in the cluster.

4. Repeat steps 2 and 3 until convergence is attained (e.g. no pixels change clusters) A
drawback of the k-means algorithm is that the number of clusters k is an input
parameter. An inappropriate choice of k may yield poor results.

As shown in figure 2 and figure 3, the last stage in flow charts are morphological
operations that are useful in the representation and description of region shape, such as
boundaries, skeletons, etc. The basic idea in morphology is to convolve an image with a given
mask (known as the structuring element), and to binarize the result of the convolution using a
given function choices of convolution mask and binarization function that depends on a
particular morphological operator.
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4. Experimental Results

The proposed algorithm is applied to 2-D T1 MR images of human brain containing
tumor and their performance is analyzed for tumor extraction. MRI brain images are collected
from websites: http://www.med.harvard.edu/AANLIB/home.html and it is evaluated using 22
MRI brain images for 26 patients which makes a total of 572 image. Among the 572 MRI
images, 517 images are normal and the remaining 55 images are abnormal. Implementation is
done in Matlab 7.12.0.635. Normal tissues GM and WM are segmented by the gradient

method and CSF is segmented by OPT. The segmented normal tissue results are shown in
Figure 4.

Patients
Patientl

MRI image WM Segmentation | GM Segmentation | CSF Segmentation

- T e -0
- . - . im

Patient2

Patient3

Patient4

Figure (4): Segmentation Outputs of Normal Brain Tissues(slice 14)

The performance of proposed tissue segmentation method is analyzed by the statistical
measures metrics [17]. The normal and abnormal tissues classification accuracy is calculated
by these statistical measures, which are shown in the below tables.
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Table 2: Performance of the Proposed Segmentation Method in classifying
WM, GM and CSF from four different Brain MRI Images

o|Patient TP | FN | FP | TN |Sensitivity| FPR | ACC |Specificity] PPV | NPV |FDR | MCC
£ 1 | 6027|8073 |1885| 49551 | 42.7% | 3.6% | 84.8% 96.3% 76.2% | 86% |23.8% |8.6%10° %
=| 2 | 7020 |10479 | 2755 | 45282 40% 57% | 80% 94.2% 71.8% | 81.2% | 28% |6.3*10°%
%’ 3 | 2118 | 3677 | 6443 | 53298 |  36.5% 1% | 84.5% 89.2% 24.7% | 935% | 75% |5.3*10° %
| 4 | 4806 | 4311 | 3210 | 53209 | 527% | 56% | 885% 94.3% 60% | 92.5% | 40% | 1*107 %
<|Patieny TP |FN | FP | TN |Sensitivity| FPR | ACC |Specificity] PPV | NPV |FDR| MCC
| 1 |13742|9040| 10751 [ 32003 | 60.3% 25% |69.8% | 74.8% 56.1% | 78% |43.8% | 34*10° %
=| 2 | 10165 |5592| 15402 | 34377 | 645% |30.9% | 68% 69% 39.7% | 86% | 60% |32*10°%
? 3 5907 |5457 | 15326 | 38846 52% 28.2% | 68.3% | 71.7% 28% | 87.6% | 72% |25*10°%
O 4 5469 |6088| 14274 | 39705 | 47.3%  |26.4% |68.9% | 73.5% 21.1% | 86.7% |72.3% | 23*10° %
Patientf TP |FN| FP | TN |Sensitivity| FPR | ACC | Specificity| PPV | NPV |FDR| MCC

" 1 |28572| 82 | 0 [36882| 99.7% 0% [99.87%|  100% 100% | 99.8% | 0% | 94*10°%
% 2 2494417336 0 [33256| 77.3% 0% [88.8% | 100% 100% | 82% | 0% |76%10°%
3 [36121| 0 | 1024 |28391 100% 34% [98.4% | 96.5% 97.2% | 100% | 2.7% | 91*10° %

4 | 35428588 | 0 |29520| 98.3% 0% [99.1% | 100% 100% | 98% | 0% |92*10°%

In the next stage of the comparison, 6 MRI images were manually segmented in the
presence of a consultant radiologist and the correct boundary of the brain tumors were
identified to obtain a ground truth illustrated in figure 5. The selected images were of the
same quality but with tumors of different shapes and sizes. Then, for detailed analysis the
amount of false negatives and the amount of false positives of all resultant images with
respective to the ground truth were calculated in terms of the number of pixels of the tumor
region. First a logical AND operation was performed between the ground truth and the
resultant image to obtain the true positive image. Next the difference between the ground
truth image and the true positive image was taken as the false negative image of the respective
segmented image. The difference between the segmented image and the true positive image
was taken as the false positive image of the respective segmented image.

The number of pixels from the true positive image, the false negative image and the
false positive image were taken as TP, FN and FP respectively and we can easily find the true
negative image by subtracting all the TP,FP and FN from the total area of the image k*k (here
256*256) and it would be represented as TN. Then the completeness, specificity, correctness
and the accuracy of the segmented images are determined and listed in tables 3 and 4
respectively.

Table (3): Segmentation results from six abnormal patient using two methods

Patients K-means clustering Otsu Method
Ground Truth TP FN FP TN Ground Truth| TP FN FP TN

Patientl 4261 3488 773 437 60838 4261 3506 755 491 | 60784
Patient2 2328 1527 801 33 63175 2328 2077 251 79 63129
Patient3 5861 5658 203 823 58852 5861 5529 332 413 | 59262
Patient4 538 361 177 0 64998 538 462 76 11 64987
Patient5 2688 2250 438 111 62737 2688 2608 80 165 | 62683
Patient6 3523 3251 272 1 62012 3523 3329 194 84 61929
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Table (4): Segmentation methods Comparison on parameters

K-means clustering Otsu Method
Patients|  Sensitivity Correctness |Specificity|] Acc Sensitivity  |Correctness|Specificity| Acc
(Completeness) (PPV) (Completeness) (PPV)
Patient]] 81.85 % 88.86% 99.28% | 98.15% 82.28 % 87.71 % 99.19 % 98 %
Patient2 65.6 % 97.88 % 99.94% | 98.72 % 89.22 % 96.33 % 99.87 % 99.49 %
Patient3 96.53 % 87.3 % 98.6% 98.43 % 94.33% 93 % 99.3 % 98.86 %
Patient4 67.1 % 100 % 100 % 99.73 % 85.87 % 97.67 % 99.98 % 99.86 %
Patienth| 83.7 % 95.3 % 99.82% | 99.16 % 97 % 94 % 99.73 % 99.62 %
Patient6 92.3 % 99.96 % 99.99% | 99.58 % 94.5 % 97.54 % 99.86 % 99.57 %

(b)Ground Truth Images (c)Otsu’s method (d)K-means clustering

(a)Original images

o~

Figure (5): (a) Original MR images taken along the axial plane (b) Manually segmented
images used as ground truth (c) Isolated tumor regions of the segmented images using Otsu’s
method (d) Isolated tumor regions of the segmented images using k-means clustering.
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The following table shows the existence of the tumor in the MRI slices and detects the
position of the tumor and total number of pixels and it's area calculated in square inches based
on assuming the horizontal resolution 96 dpi and the vertical resolution 96 dpi so in the
squared inch of the image there are 96 * 96 pixels and the area could be calculated as the
following [10]:

Area (in squared inches)=total number of pixels / 96*96.

1. Conclusion:

This paper automatically classifies the regions in the abnormal classified MRI slice into
WM, GM, CSF and tumor. Results of the extraction of regions of WM, GM, CSF and tumor
of normal and abnormal brain MRI are shown in Table 2, 3 and Table 4 respectively. The
performance of the proposed segmentation technique was evaluated using a defined set of
MRI normal and abnormal images. Statistical measures were utilized to measure the
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efficiency of the proposed tissue segmentation technique. Then, the performance of the
proposed segmentation technique was analyzed and compared with the traditional approach.
The comparative results have shown that the proposed technique has outperformed the
existing hybrid approach in terms of accuracy, specificity and sensitivity. Thus, the
performance of the proposed technique was clearly proved and understood from the
experimental results and analysis.

As the segmentation is applied based on both Otsu and K-Mean methods, results
designates that segmentation based on Otsu method gives better outcomes than working with
K-Mean, especially while working with normal tissues, but it needs and additional Median
and High pass filtering steps before it starts. Another conclusion was obvious while working
with normal tissues that is: CSF segmentation gives better results than the other two normal
tissues segmentation: WM and GM.

It is worth noting that working on T1 MRI images with high contrast makes it easier to
classify the image into normal and abnormal and then to detect the normal tissues and
abnormal tissues in the segmentation step, and that is way Otsu's method gives better results,
it is because of using high pass filter before starting. Also in WM and GM segmentation,
gradient operation is used, which enhances the contrast, to make the edges of different tissues
more obvious and thus better separation could be achieved.
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Abstract

At recent time, Encryption using DNA computing and Chaos theory are from
modern promising research areas at the field of Cryptography. They are increasingly
used in the past few years, because of advantages of DNA computing that make it very
suitable for being used in Cryptography, and because of the close relationship between
Chaos theory and cryptography. In this paper a stream cipher algorithm for Image
Encryption has been proposed. The chaotic logistic map is used for confusing and
diffusing the Image pixels, and then a DNA sequence used as an OTP to change pixel
values. The algorithm has been implemented and several analysis has been done using
(MatLab R2011b) program, the analysis results proved that the proposed algorithm has
high efficiency, very sufficient key sensitivity and length to resist brute force attacks,
perfect security as a result of using OTP and good ability to resist statistical and
differential attacks.

Keywords: Chaos theory, DNA cryptography, Image Encryption, Logistic map, stream
cipher, symmetrical encryption, one time pad OTP.
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An Image Encryption Stream Cipher Algorithm Based on Chaos
Theory

Fakhrulddin H. Ali" Maha Basher Hussein™
Fhali0310@yahoo.com maha.hussein@ymail.com
* Dept. of Computer Engineering/ College of Engineering/ University of Mosul — IRAQ.

** Dept. of Electrical Engineering/ College of Engineering/ University of Mosul — IRAQ.

Abstract

Image Encryption is important for protecting image information. Chaos theory is
a promising modern method for Image Encryption which has been adopted since the
beginning of the last decade and the end of the decade before. In this paper A chaos
based stream cipher has been proposed to encrypt color Images, two of logistic maps
have been used to generate two sequences of Chaos numbers, the sequence from first
map is used to modify pixel values, where the Index array for the second sequence after
sorting it has been used to scramble pixel locations, the performance of the algorithm has
been analyzed and results show that the algorithm has a very long key space, and high
sensitivity for small changes in key which makes the algorithm Immune to Brute force
attacks, and it can resist the differential and statistical attacks, in addition to having very
high encryption and decryption speed, the receiver can detect any changes to the
encrypted image during transmission. the algorithm has been implemented and analysis
done by using MatLab R2011b software.

Keywords: Chaos theory, Image Encryption, Logistic map, stream cipher, symmetrical
encryption.
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Two Modifications for K-Means Clustering Algorithm on Demo's
of Matlab R2012a
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Dept. of Computer Eng. - College of Engineering — University of Mosul.
Abstract:-

This paper introduces two different algorithms to solve the problem of randomness which
the k-means clustering algorithm suffers from. The randomness is in arranging the image's
colors segmentations (clusters) resulting from applying this algorithm on colored images. It
comes from the random selection of the initial starting points. This property is problematic
especially in pattern recognition which always requires fixed and précised operations to
determine the required object among many resulting clusters. To satisfy this practically, two
modifying methods are introduced for performance evaluation of this algorithm to convert it
from unsupervised to supervised by adding programmatic steps on demo's program in release
(R2012a) of MATLAB environment. This demo’s program illustrates the application of color-
based segmentation using k-means clustering on colored images. The drawback in that demo is
that different executions give different sorted results (clusters are randomly arranged). The two
modifying methods are proposed to get rid of the randomness in presenting and sorting of
clusters. The first method depends on obtaining the size of different color clusters existed in the
image and on index sorting of such clusters according to their sizes. This new cluster-index is
applied to rearrange the resulting clusters. In the second method, the required cluster is selected
according to some pre-information which is color density. The Kernel Density Estimation will be
applied on different resulting segments to determine the object, in addition to the determination
of object centroid coordinates which is very important in tracking operation. The performances
of the two modified methods are compared with each other and with the original K-means
clustering algorithm on Demo's of Matlab R2012a. The comparison highlights the superiority of
the modified methods.

Keywords: K-means algorithm, Kernel density estimation Clustering, Matlab Demo's.
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1. Introduction

Machine learning is now a central to many areas of interest in computer science and
related large-scale information processing domains. Broadly speaking the main two subfields
of machine learning are supervised learning and unsupervised learning. In supervised learning
the focus is on accurate prediction, whereas in unsupervised learning the aim is to find
compact descriptions of the data [1-4].

Clustering is an unsupervised classification mechanism where a set of patterns (data),
usually multidimensional, is classified into groups (clusters) such that members of one group
are similar according to a predefined criterion. Clustering of a set forms a partition of its
elements chosen to minimize some measure of dissimilarity between members of the same
cluster. Clustering algorithms are often applied in various information and control fields like
data mining, pattern recognition, learning theory, etc.

The k-means is the most commonly-used clustering algorithm. It is most effective for
relatively smaller data sets. The k-means finds a locally optimal solution by minimizing a
distance measure between each data and its nearest cluster center [1-7].

Suppose a data set, D, contains n objects in Euclidean space. Partitioning methods
distribute the objects in D into k clusters, Cy, C,... Cy, that is, Cic D and C; N Cj= @ for (1 <
I, ] <K). An objective function is used to assess the partitioning quality so that objects within a
cluster are similar to one another but dissimilar to objects in other clusters. Accordingly, the
objective function aims for high intracluster similarity and low intercluster similarity.

A centroid-based partitioning technique uses the centroid of a cluster, C;, to represent
that cluster. Conceptually, the centroid of a cluster is its center point. The centroid can be
defined in various ways such as by the mean or medoid of the objects (or points) assigned to
the cluster. The difference between an object p € C; and c;, the representative of the cluster, is
measured by dist(p, ci), where dist(x,y) is the Euclidean distance between two points x and y.
The quality of cluster C; can be measured by the "within- cluster variation”, which is the sum
of squared error between all objects in C;and the centroid c;, defined as [4]

E = Y&, pec dist(p, c;)? 1)

where E is the sum of the squared error for all objects in the data set; p is the point in space
representing a given object; and c; is the centroid of cluster C; (both p and c; are
multidimensional). If the items are simple points in a n-dimensional space, then a simple
metric will be the Euclidean distance. If we consider p, g as two points, then the Euclidean
distance is given by

dip,q) = JIr(pi — q;)? 2

In the following, the k-means clustering algorithm is presented:
Algorithm: (k-means). k-means algorithm for partitioning, where each cluster’s center is
represented by the mean value of the objects in the cluster [4].
Input:
k: the number of clusters,
D: a data set containing n objects.
Output: A set of k clusters.

Method:
(1) Arbitrarily choose k objects from D as the initial cluster centers;
(2) Repeat
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(3) (Re)assign each object to the cluster to which the object is the most similar, based on the
mean value of the objects in the cluster;

(4) Update the cluster means, that is, calculate the mean value of the objects for each cluster;

(5) Until no change;

In this paper, two modified methods are proposed for k-means clustering algorithm on
Demo's of Matlab R2012a. It is proved that such modifications can solve the problem of
randomness of the resulting clusters and can reorder them according to sum predefined rules.

This paper is organized as follows: besides this introductory section, section 2 presents
the previous works. Section 3 contains the kernel density estimation. The conversion of the
RGB images to Lab color space is described in section 4. Section 5 highlights the color-based
segmentation using the original k-means clustering. Section 6 contains two modified
algorithms for k-means clustering with no problem of randomness. Experimental results with
some discussions are included in section 7. Finally, Section 8 gives the conclusions.

2. Previous Works

The k-means clustering algorithm faces two major problems. One is the problem of
obtaining non-optimal solutions [5] and the randomness in arranging the image's colors
segmentations (clusters), resulting from applying such algorithm on colored images. The
second problem is that of empty cluster generation. Such problem is also referred to as the
singularity problem. Singularity in clustering is obtained when one or more clusters become
empty. Both problems are caused by bad initialization [5].

Over the last several years different approaches were proposed to improve global
search properties of k-means algorithm and its performance on large data sets. Different
algorithms for clustering modification of k-means were proposed. Mu-Chun Su and Chien-
Hsing Chou [8] introduced in 2001 a modified version of the k-means algorithm to cluster
data. The adopted some nonmetric distance measure based on the idea of "point symmetry".
The point symmetry distance was applied in data clustering and human face detection. The
effectiveness of such modified version was verified via several data sets. In 2006, A. M.
Bagirov and K. Mardaneh [9] proposed many algorithms for the challenging problem of
clustering in gene expression data sets. However, due to the large number of genes, only a few
algorithms (including k-means) were applied for the clustering of samples. Such algorithms in
general converged only to local minima and those local minima were significantly different
form global solutions as the number of clusters increases [9]. To improve global search
properties of k-means algorithm and its performance on large data sets, a new version of the
k-means algorithm was developed. Such version was proved to be effective for solving
clustering problems in gene expression data sets.

Recently, in 2009, another modified k-means algorithm was presented by M. K.
Pakhira [5] to eliminate the production of empty clusters. Such empty clusters problem can
produce anomalous behavior of the system leading to significant performance degradation.
Also in 2009, Lin Zhu, et al. [10] presented a generalized fuzzy C-means clustering
algorithm with improved fuzzy partitions.

More recently, B. F. Momin and P. M. Yelmar [11] in 2012, introduced modifications
in hard K-means algorithm such that algorithm can be used for clustering data with
categorical attributes.

. Kernel Density Estimation
Kernel density estimation [4], [7] is a nonparametric density estimation approach from
statistics. The general idea behind kernel density estimation is simple. An observed object is
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treated as an indicator of high-probability density in the surrounding region. The probability
density at a point depends on the distances from this point to the observed objects. If we let xi,
Xa,... Xn, be an independent and identically distributed sample of a random variable f . The
kernel density approximation of the probability density function is given by

X—X;

Fr@®) = =¥, K (52 3)

where K(.) is a kernel and h is the bandwidth serving as a smoothing parameter. A kernel can
be regarded as a function modeling the influence of a sample point within its neighborhood.
The kernel K(.) is a non-negative real-valued integrable function that should satisfy the

following two requirements: f:: K(u) du =1 and K(-u) = K(u) for all values of u. A

frequently used kernel is the standards zero mean Gaussian function with unit variance which
can be given as

(x=x;)"
—_— )| = — 2h
K( h ) Vzz € (4)

The Gaussian kernel is used to estimate density based on the given set of objects to be
clustered.

4. L a b- Color Space

In this paper, the RGB images are converted to the L*a*b*, or CIELab, color space. It
is an International Standard for color measurements, adopted by the Commission
Internationale d’Eclairage (CIE) in 1976. For a given object, the observed light intensity
depends on both the intensity and the spectral distribution of the illuminating light, and the
spectral distribution of the object reflectivity. Therefore, CIE defined the spectral properties
of several standard illuminants. The most common one is standard illuminant D65,
corresponding to the radiation of a black body at 6500°C, which is intended to represent
average daylight [12].

The L*a*b* color space can be derived from the CIE XYZ tristimulus values. The
L*a*b* space consists of a luminosity layer 'L*', chromaticity-layer 'a*' which indicates
where color falls along the red-green axis, and chromaticity-layer 'b*' which indicates where
the color falls along the blue-yellow axis. All of the color information is in the ‘a*' and 'b*'
layers. A measurement method with reduce complexity can be achieved by measuring the
difference between the two color components a & b using the Euclidean distance metric [13].

The chromaticity coordinates are denoted by r, g, b and x, y, z. The transformation
fromR, G, and B to X, Y, and Z can be shown as follows:

X=0.4124r+0.3576 g +0.1805 b (5)

Y =0.2126 r + 0.7152 g + 0.0722 b (6)
Z=0.0193r+0.1192 g + 0.9505 b (7)

The general definitions of the chromaticies x, y, z are:

X=X/ (X+Y+2) (8)
y=Y/(X+Y+2) 9)
z2=Z/(X+Y+2) (10)

where x+y+z=1
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The L*a*b* color components are given by the following equations:

Y
*—= —_)
L*=116.n(-)-16 (11)
X Y
a* = 500[h(g)—h(ﬁ)] (12)
Y zZ
b —200[h(ﬁ)—h(ﬁ)] (13)
where
@) = Ja g > 0.008856 s
V=1 7787¢ + 25 g < 0.008856
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and Xw, Yw, and Zw are reference white tristimulus values — typically the white of a
perfectly reflecting diffuser under CIE standard D65 illumination (defined by x= 0.3127
and y = 0.3290 in the chromaticity diagram ) [14].

5. Color-Based Segmentation Using K-Means Clustering

The goal from this algorithm is to segment colors in an automated fashion using the L*a*b*
color space and K-means clustering. This demo's program in release (R2012a) of MATLAB
environment requires Statistics Toolbox. The program contains the following steps [13]:

Step 1: Read Image in Figure 1.

Image courtesy of Aan Partin, Johns Hopkins University

Figure 1 Colored image read in step 1.
Step 2: Convert Image from RGB Color Space to L*a*b* Color Space.

The image is converted to L*a*b* color space using makecform and applycform functions as
follows:

cform = makecform('scghllab');
lab_he = applycformihe,cform);
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Step 3: Classify the Colors in 'a*b*' Space Using K-Means Clustering.

Since the color information exists in the ‘a*b*' space, the required objects are pixels with 'a*'
and 'b*' values. k-means is used to cluster the objects into three clusters using the Euclidean
distance reshape metric as follows:

ab = double(lab he(:,:,2:3));
nrows = sizefab,l):

ncols = size(ab,2);

ab = reshapelab,nrows*ncols,2):

nColors = 3;

5 repeat the clustering 3 times to avoid local minima

[cluster idx cluster center] = kmeansiab,nColors,'distance','sgEuclidean', ...
'Beplicates',3);

Step 4: Label Every Pixel in the Image Using the Results from k-means.

Step 5: Create Images that Segment the Image by Color as Figure 2.

Figure 2 The resulting clusters from k-means after steps 4 & 5.

It can be noticed that, there are dark and light blue objects in one of the clusters. Dark blue
can be separated from light blue using the 'L*' layer in the L*a*b* color space, the cell nuclei
are dark blue. Recalling that the 'L*' layer contains the brightness values of each color, the
cluster that contains the blue objects is found. The brightness values of the pixels in this
cluster are extracted and thresholded using im2bw.

The index of the cluster containing the blue objects must be determined programmatically
because k-means will not return the same cluster_idx value every time. This can be done
using the cluster_center value, which contains the mean 'a*' and 'b*' values for each cluster.
Thus blue cluster has the smallest cluster_center value (determined experimentally).

Step 6: Segment the Nuclei into a Separate Image as Figure 3.
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mean cluster_value = mean(cluster_center,2):
[twp, idx] = sort(mean cluster value):
blus_cluster num = idc(l):

L = lab_he{:,:,1);

blue_idx = find(pixel_labels == blue cluster_mm);
L_blue = L{blue_idx);

is_light blue = inlbw(L_blue, graythresh(L_blue)):

Use the mask is_light_blue to label which pixels belong to the blue nuclei. Then display the
blue nuclei in a separate image as shown in Figure 3. The algorithm of the original Demo
program is shown in the flow-chart of Figure 4 (a).

nuclei_labels = repmat(uint8(0),[nrows ncols]):
nuclei labels(blue_idi(is_light blue==false)) = l;
nuclei labels = repmat(muclei_labels, [l 1 3]):
blue_nuclei = he;

blue_nuclei(nuclei_labels -= 1) = 0;
imshow(blue_puclei), title('blue nuclei');

Figure 3 Blue nuclei.

6. The Two Modifications
Two modification algorithms are described in this section as follows:

A) First modification: (Selective Multi Cluster Identification Sorted According to
Their Size).

In this method the modification starts after step 3 of original demo program on the two 'k-
means' command's results (cluster_index and clusters's _center) as illustrated in the flow
diagram shown in Figure 4. Each (cluster center) corresponds to two values in (a*,b* color
space) resulting from evaluating the means of each group of data (cluster) which are as close
to each other as possible. Thus, each cluster in the partition is defined by its member objects
and by its centroid. The centroid for each cluster is the point to which the sum of distances
from all objects in that cluster is minimized. k-means demo program computes cluster
centroids by using ( Euclidean distance ) for distance measure [6], [13]. After achieving two
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center values for each cluster, the algorithm will search about values correspond to these
values in image matrix (which is initially converted to the L*, a*, b* space) and will also
compute frequency (frequent) of each center value in this matrix. The first modified
algorithm will arrange search's results in a new index according to cluster's size (the biggest
frequent number represents a size of the big cluster and smallest frequent number represents a
size of the small cluster) so as medium size. In this case, the algorithm is programmed to
determine three clusters (big, medium and small) only.

In the next step, after arranging the cluster's centers in a new index (cluster_idx), the
algorithm will alter the old (cluster_idx ) with the new one and display the segmented clusters
in a new order, This order will be fixed in all next execution operations for this program. In
other words, the algorithm will be supervised (unrandomly) and give ability to choose the
required object's cluster according to its size easily. By writing the letter 'B' for the choice
"big cluster”, letter 'M" for the choice "medium cluster” and letter 'S’ for the choice "small
cluster”. In addition, the program will determine the centroid of the object in the image which
is very important in tracking operations. The flow-chart of such modification is shown in
Figure 4 (b).

B) Second modification: (Single Cluster Identification)

This modification starts after step 5 of original demo's program (see Figure 5), It is known
that the results of segmentation appear as randomly arranged clusters. The density estimation
function of each segment for RGB components can be found by kernel density estimation
function and the results can be compared with some pre-information of those arguments
which represent color density estimation of different objects. If the result of comparison is
equal (corresponded), the algorithm will choose current segment as final output which
represents object’s cluster, else the algorithm continues checking other clusters. This operation
will be repeated according to number of colors or number of clusters. The best case in this
algorithm is obtained when getting the object cluster at first check. This will lead to some gain
in the time factor. In addition, the algorithm will determine the (X, Y coordinates) for the
segmented object in the image.

7. Experimental Results and Discussions

Many clustering experiments are carried out in this work. Figure 6 shows an original image
and the resulting clusters from two different executions of the original demo's program. The
randomness in arranging the resulting image color segments (clusters) is apparent in Figure 6
(b) and (c).

The resulting fixed arranged clusters in Figure 7, during different executions of demo's
program with the first modification, indicate that such modification can give ability to choose
the required object's cluster according to its size easily. So, this modification gets rid of the
randomness in arranging the resulting clusters. In addition, Figure 8 shows the resulting
cluster along with the center coordinates after execution of demo's program with the first
modification. This property highlights an additional output feature (center coordinates) that
can be achieved along with the required cluster. Figure 9 shows other examples for different
object clustering and position using the second modification program. From such figures, it
can be argued that’s a fixed resulting cluster can be achieved with different executions using
the two modification algorithms.

Table 1 introduces a comparison between the maximum and average execution times (after 50
executions) for original demo's program with the corresponding execution times for the two
modification algorithms. From such table, it can be seen that the execution times for the first
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Figure 4 (a) Flow-chart of the original demo without modification. (b) Flow-chart of demo

with the first modification.
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Figure 5 Flow-chart of demo with the second modification.

modification are in the same orders of that of the original. While they are approximately
doubled for the second modification. That because some extra execution steps are there for
the computation of the object coordinates.

Table 1: Execution time for three methods (original demo with two modifications)

Type Original Demo's First Modification | Second Modification
Program Execution Execution Time Execution Time
Time (Sec.) (Sec.) (Sec.)
Maximum 0.148 0.124 0.266
Average 0.116 0.113 0.215
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Figure 6 (a) An origional image with its labele. (b) Clusters result from a single execution of
demo's programe. (c) Clusters result from another execution of demo's program.
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Figure 7 Fixed arranged clusters resulting from different executions of demo’s program
after first modification.
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8. Conclusions

Two different modified algorithms have been introduced to solve the problem of randomness
in arranging clusters of the different executions in the k-means clustering algorithm of the
demo's program in MATLAB R2012a. The two modifications have been examined using
different clusters to illustrate their fixed resulting cluster for different executions.

Execution times of the first modification have appeared in the same orders of the
corresponding execution times of original Demo's program, while in the second modification,
execution times have been doubled.

It can be recommended that it is best to use the first modification for fast identification and
control purposes, while the second is preferred for color-based clustering without specifying
the size of the required cluster.
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Abstract

In this paper the hardware implementation of intelligent Tic-Tac toy is presented. The
implementation uses Graphical LCD (GLCD) touch screen and microcontroller. The
microcontroller receives the player move from GLCD (displayed as X) and uses
intelligent algorithm to analyze the move and choose the best counter move. The
microcontroller displays the counter move on the screen as circle (O). The algorithm
decides the winner when game is finished according to the Tic-Tac playing rule. The
system is implemented using cheap available off-the-shelf electronic components so it has
the advantage of cheap implementation. The system is tested and proved to be working
fast and efficiently. The prototype test shows that the system fulfills the game
requirement in term of playability and fast response time which is about (0.25ms) on
average.

Keywords: Tic-Tac Game, Al, Microcontroller, Zero-sum assumption algorithm.
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|l. INTRODUCTION
Games provide a real source of enjoyment in daily life. Games also are helpful in
improving the physical and mental health of human. Apart from daily life physical games,
people also play computer games. These games are different than those of physical games in a
sense that they do not involve much physical activity rather mental and emotional activities.

.1 TYPES OF GAME
Perfect Information Game: In which player knows all the possible moves of himself and
opponent and their results e.g. Chess, Tic-Tac, etc.
Imperfect Information Game: In which player does not know all the possible moves of the
opponent e.g. Bridge since all the cards are not visible to player.

LIl Tic-TAC GAME
Among many game available, the Tic-Tac toy seems to be popular since it has very
simple rules and can be played by kids as well as adults.

Tic-tac game is a pencil-and-paper game for two players, X and O, who take turns marking
the spaces in a 3x3 grid. The X player usually goes first. The player who succeeds in placing
three respective marks in a horizontal, vertical, or diagonal row wins the game. In this paper
the X player is a Man and the O player is the machine.

I.IlIl RELATED WORK

Many software implementations of Tic Tac game had been reported and recently it
became available for smart phone such as the one for Apple iPhone [1], and the other for
Android environment [2]. However few hardware implementations were reported.

In Cornell University [3] hardware based game system with touch screen interfaces based
on Atmel ATmega644 microcontroller was reported. The system implements Tic-Tac game
and other two games.

A system where two players can play Tic Tac Toe with each other using their respective
PC by the help of microcontroller is introduced in [4]. The objectives of the work includes
developing an algorithm for Tic Tac Toe, interfacing hardware with the two PCs and to design
a real world setup for Tic- Tac toe game using LED array / robotic arms. The algorithm
proposed in this paper is fuzzy based and tested for the game. The researchers in [5] took
advantage of earcons [6] fundamental characteristics, such as spatialization usually employed
for concurrent/parallel reproduction, in order to implement a tic-tac-toe audio game prototype.
The proposed sonic design is transparently integrated with a user control/interaction
mechanism that can be easily implemented in mobile devices incorporating movement sensors
(i.e. accelerometers and gyroscope).

In [7] a design of a parallel digital circuit that performs neural network (NN) calculations
to evaluate Tic-Tac-Toe position was introduced. FPGA’s are programmed to implement
custom digital designs by physically mapping paths between the logic gates on each device.
Using an FPGA allows the structure of the NN to be reprogrammed without any monetary
cost. The author claims that NN implementation has better performance than traditional
software implementations, because it takes advantage of the NN's inherent parallel structure.

Another NN application is implemented by [8] extend the game by adding two additional
rows, two additional columns, and has been extended to the 3rd dimension. The paper
calculate the optimum position using the idea of creating a neural network that uses
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backpropagation coupled with elements of a genetic algorithm to improve the likelihood that
the most optimal solution is obtained and outline our methodology at the implementation level.

However, some these implementations are expensive and some are slow and lacking the
speed required by real time game response. Also getting the optimum counter move is another
issue in some of these hardware implementations.

I.IV SCOPE OF THE WORK

People generally play computer games by using the common input devices like
keyboard, mouse and joystick. A real sensation is not always achieved by playing these games
with these traditional devices. This is due to the fact that the buttons on the keyboard and
joystick do not truly reflect the mapping between game elements and their directional
movements.

In this paper the implementation of portable player Tic-Tac game machine is presented.
In order to make a real sensation for player who plays the game a GLCD is used. The GLCD
serves as input and output for the game. The machine is designed to be portable inexpensive
and fast. To make a cheap machine, the presented Tic-Tac game uses off-the shelf cheap
components such as PIC microcontroller and GLCD. The microcontroller is programmed using
intelligent algorithm that implements the Tic-Tac game rules and responds to the player move
fast.

There are different options for tic-tac-toe game. We can create either two human players
game or Al (micro-controller) verses human player. We realized that creating Al verses human
will be a challenging one, and we kept in mind Al part as the goal of our work.

Il. GAME THEORY

Games [9], [10], [11] are represented in the form of trees wherein nodes represent all the
possible states of a game and edges represent moves between them. Initial state of the game is
represented by root and terminal states by leaves of the tree. In a normal search problem, the
optimal solution would be a sequence of moves leading to a goal state that is a win. Even for a
simple game like tic-tac-toe is too complex to draw the entire game tree

II.I DEFINITION

Game playing is a search problem defined by the following components [9]:

Initial state: This defines initial configuration of the game and identifies first player to move.
Successor function: This identifies which are the possible states that can be achieved from the
current state. This function returns a list of (move, state) pairs, each indicating a legal move
and the resulting state.

Goal test: Which checks whether a given state is a goal state or not. States where the game
ends are called as terminal states.

Path cost / utility / payoff function: This gives a numeric value for the terminal states. In chess,
the outcome is winning, losing or draw, with values +1, -1, or 0. Some games have wider range
of possible outcomes.

I1.1l THE Tic-TAC GAME CHARACTERISTICS [11]

1- It is two players game

2- It is a deterministic game which means that when you provide it a specific set of inputs you
will get the exact same set of outputs [9].

3- It is a perfect information game where perfect information is available for all move [10].
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4- It is tree based game
5- It is a zero sum game where the interests of the players are dramatically opposed.

I1l. HARDWARE COMPONENTS

As shown in figure (1), the system consists from the following components:
a) PIC microcontroller: it provides the intelligence to the game so it can interact with the
user, by displaying crosses and circles and detecting if the game over or not.
b) GLCD: it is the game interface where the circles and crosses are displayed.
c) Touch Screen: it is located on the top of the GLCD, so the user will be able to interact
with system and crosses will be displayed on the square he touches.
d) Power Supply: supplies the system with the required voltage.
e) Buzzer and LED: it alerts the user whether the game is started or it is over.

GLCD
——y
T.S
BUZZER PIC
V| rowsr | Y

SUPPLY

Figure (1) Tic-Tac Toy components

.1 THEGLCD

The GLCD is used to input the player move and display the counter move decided by the
microcontroller. According to the Tic-Tac rules, the GLCD is divided into three rows and
three columns to make (3x3) 9 squares as shown in figure (2). Each square represents one
touch panel. The touch panel will be fixed on front of the graphical LCD, so when pressing on
the touch panel the corresponding button on the GLCD will be active.

Figure (2) GLCD Division

When the player touch a particular touch panel, a cross (X) will be drawn on that part of
the GLCD. The intelligent algorithm that resides inside the microcontroller will analyze the
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player input and decides the counter move and this move will be displayed as a circle (O) on
the GLCD.

1.1l TOUCH SCREEN
Touch screen technology can be used as an alternative user interface with many

applications and is used in this work to give real sensation to the Tic-Tac game. A Touch
screen is a display which can detect the presence and location of a touch within the display
area. The term generally refers to touch or contact to the display of the device by a finger, light
pen or stylus.

The touch panel that we used is shown in the figure (3), this panel are added to a graphical
LCD to display the input and the output of the game.

X1
| ~
vi - v2 Ap
% (== |
| &

w

X2
- | 45 V.A .5
L 55+ 0.2 A

Figure (3) The touch panel

It has two analog dimensions X and Y their voltages are from (0-5)V (Volt) with tolerance
and it has four pins X1, Y1, X2, Y2.

To measure a point using this coordinates X and Y:

At first if the X axis is what is wanted to be measured then:

Y 1= Z state and the voltmeter is connected to it, X2 =0V, Y2=0V and the X1 =5V.

If the Y what is wanted to be measured then:

X1= Z state and the voltmeter is connected to it, Y1=5V, X2= Z state and Y2 is equal to
zero volt .These values for the pins is given by the PIC microcontroller and thus we have the
values for a point on the touch panel.

When writing on the touch panel it is considered as a voltage change which is will be saved
in a two registers called X and Y which is the two dimension of the touch panel .

1.1 PIC MICROCONTROLLER

PIC (Peripheral Interface Controller) microcontroller [14] is the intelligence provider for
the system, that it will detect if the user touched a square so it will display the cross on that
square, then it will detect if there a line made by three crosses if not it will determine and do
calculations to choose a square where to display the circle, after displaying the circle PIC will
detect if there a line drawn by the circles. All these steps will be repeated until a line is drawn
by crosses or circles, or until there is no more available squares. In the two cases PIC will turn
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the buzzer on. And will initialize the game. PIC 16F877A [15] Microcontroller was chosen
from many types of Microcontroller available in the market because of the good specification
it has to meet the real time requirement of the Tic-Tac toy as well as the big control program
needed to implement the game. It has 8K words Flash, 368 bytes RAM, 256 EEPROM, 1-20
MHz operating frequency. It has many input and output ports which are needed to connect the
GLCD screen. Other important features are it can work at industrial temperature and its
performance is about 5 MIPS which mean that 200 nanosecond are needed for one instruction
execution that makes the program execution speed meet the real time requirement of the game.
A 4 MHz clock is used to push the microcontroller.

1.1V POWER SUPPLY
In order to use the PIC microcontroller it is necessary to feed it with required voltage and
correct clock. We use 9 volt battery to power both the whole circuit and since the
microcontroller needs 5 volts, a voltage regulator is used to supply this voltage from the 9 volts
battery.

111.VV BUzzZER CIRCUIT AND LED

The buzzer circuit and LED are used to mark the finishing of the game when there is a
complete line is drawn by crosses or circles, or if there is no more available squares. In the two
cases PIC will turn the buzzer on, LED on and the game will initialized.

The complete Tic-Tac game circuit is shown in figure (4). This circuit shows the power
circuit, regulator, Microcontroller, GLCD, LED and buzzer.

IVV. SOFTWARE DESIGN

The microcontroller is programmed to play the Tic-Tac toy with a human player. By
playing games, the machine intelligence can be revealed. The Tic-Tac game is a tree based
game. Tree searching will be time consuming even for a few plies. Hence, an efficient
searching algorithm is an important issue. The problems are solved by forming a possible set
of solutions based on the endgame condition, or searching for the set of solutions based on the
current game condition. The machine cannot learn to play the games by itself. In this work an
evolutionary approach was employed to evolve and to learn for playing Tic-Tac-Toe without
the need of a database. The complete flowchart of the microcontroller program is shown in
figure (5). An algorithm based on zero-sum assumption concept is used. The machine is first
initialized and waits for player move. When player touch a box it will display X on that box. If
a line is created vertically, horizontally or diagonally (V, H, D), the game is over. If not the
algorithm will calculate the counter move by selecting a box (x,y) which has best position
using Zero-Sum assumption algorithm [11] and then display O on that box. Again, if a line is
created vertically, horizontally or diagonally (V, H, D), the game is over and if not the process
is repeated and the player should make his next move. For dealing with such types of games,
all the legal moves that can be made from the current position should be considered.
Computing the new position resulting from each move and evaluating each resulting position
and determine which is best position is necessary to make the counter move. Wait for the
player to move and repeat the procedure. But for this procedure the main problem is how to
evaluate the position? Evaluation function or static evaluator is used to evaluate the ‘goodness’
of a game position. Using the zero- sum assumption it is possible to use a single evaluation
function to describe the goodness of a position with respect to both players. Consider, f(n) is
the evaluation function of the position ‘n’. Then,

— f(n) >> 0: position n is good for machine and bad for player

— f(n) << 0: position n is bad for machine and good for player

— f(n) near O: position n is a neutral position

85



2013/11/21-19 e 5580 Juagall daals — datigh A1 2l Jugall — SEY utigh oalal) aial

Therefore the evaluation function for Tic- Tac- Toe used is:
f( n) = [no. of 3- lengths open for machine] - [no. of 3- lengths open for player]
Where a 3- length is a complete row, column, or diagonal.

In order to code this algorithm and store it in the microcontroller MLAB editor was used
[15]. There are several ways of programming the PIC microcontroller - using BASIC, C, or
Assembly Language. The BASIC language is used because it is the easiest way to program the
PIC [16]. Using MLAB editor, first, the program was written and saved as a source file (*.bas).
After that, the .bas file was compiled to convert it in to assembly language (*.asm). Then by
using PIC Shell it was converted to Hexadecimal (*.Hex) which is the actual machine
language understood by the PIC microcontroller. Finally the *.Hex file was stored into the
Microcontroller memory.

V. PROTOTYPING AND TESTING

The system prototype was developed as shown in figure (6). The components used are
off-the shelf and therefore are cheap and available. By testing the prototype it was found that
the system is working efficiently. The overall prototype design efficiency is assessed in terms
of the employed touch screen accuracy and the system response time when is assessed in real
game-play conditions. The playability achieved through the integration of the employed
auditory user interface and the correctness and optimality of the counter play move done by the
game.

The touch screen accuracy was perfect and there is no single error reported throughout the
test. The response time of the machine was fast about 0.25 ms in average.

The written computer program based on Zero-Sum assumption algorithm works perfectly
and the counter move selected by the machine is the best move. The zero-sum assumption
algorithm works without any problems although it enumerates the 765 essentially different
positions (the state space complexity), or the 26,830 possible games up to rotations and
reflections (the game tree complexity) on this space [13].

CONCLUSION

In this paper the implementation of portable player Tic-Tac game machine is presented. In
order to make a real sensation for player who plays the game a GLCD is used. The GLCD
serves as input and output for the game. The machine is designed to be portable inexpensive
and fast. To make a cheap machine, the presented Tic-Tac game uses off-the shelf cheap
components such as PIC microcontroller and GLCD. The complete system prototype was
implemented and tested. The microcontroller is programmed using zero-sum assumption
algorithm that implements the Tic-Tac game rules and responds to the player move. The
prototype test shows that the system fulfills the game requirement in term of playability and
fast response time which is about (0.25ms) on average.
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Figure (4) The complete Tic-Tac Circuit
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Figure (5) The flowchart of the microcontroller program
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Figure (6) prototype implementation of Tic Tac toy
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Abstract

The topic of Wireless Mesh Networks (WMN) is getting wide spread interest
among researchers in recent years. MAC sub-layer in WMN could be implemented
using different protocols depending on the coordination function. This paper simulates a
WMN project that runs under two IEEE 802.11 standards (a and g) with two MAC sub-
layer protocols Distributed Coordination Function (DCF) and Enhanced Distributed
coordination function Channel Access (EDCA). The results confirmed the outstanding
performance of EDCA protocol over the DCF protocol especially for real time
applications such as voice and video.

Key words: DCF, EDCA, MAC protocols, OPNET, simulation, WMN.
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1. Introduction

Wireless Mesh Networks (WMNSs) evolve into the next generation as various wireless
networks to provide better services. WMNSs consist of two types of nodes, mesh routers and
mesh clients, each node operates as a host and as a router, used to forward packets on behalf
of other nodes that may not be within direct transmission range of their destinations.

A WMN is characterized by its self-organization and self-configuration, with the nodes
automatically establishing and maintaining mesh connectivity among themselves in the
network. This feature led to many advantages such as low cost, easy network maintenance,
reliable service coverage, and robustness [1].

There are three types of WMN according to its architecture:

a- Infrastructure (Backbone) WMNs: This type of WMN consists of mesh routers and
clients. The WMN infrastructure/backbone can be built using different types of radio
technology, in addition to the mostly used IEEE 802.11 standards. Routers can be
connected to the Internet using its gateway functionality. Conventional clients that
have Ethernet interface can be connected to mesh routers via wired Ethernet links.
Infrastructure/Backbone WMNSs are the most commonly used type.

b- Ad-hoc WMNs: this type consists of clients only and provides peer-to-peer networks
among client devices. Routing is done by clients; so a packet directed to a destination
node through multiple nodes. This type of WMN uses one type of radios on devices.
Moreover; the requirements on end-user devices in WMN clients are increased when
compared to infrastructure type. Since, in client WMNs, additional functions have
been performed at the end users such as routing and self-configuration [2].

c- Hybrid WMNSs: the above two architecture could be combined to make this
architecture. In which mesh clients could access the network through the access points
as well as through other mesh clients. This architecture imposes more requirements
from mesh clients compared to the infrastructure type, since more functions are
required from mesh clients for routing and self-configuration.

2. Medium Access Control in Wireless Mesh Networks

In wireless mesh networks (WMNSs), the Medium Access Control (MAC) protocol plays
an important role in coordinating channel access among mesh nodes. Most of traditional
medium access protocols are designed for nodes that have omni directional antennas and for
sharing a single channel such as Aloha, Slotted Aloha, Carrier Sense Multiple Access
(CSMA), and CSMA with Collision Avoidance (CSMA/CA). The two MAC protocols
defined in the IEEE 802.11 standard, i.e., the IEEE 802.11 MAC protocol and the IEEE
802.11e Quality of Service (QoS) protocol, are single-channel MAC protocols designed for
nodes with omni directional antennas. Although single channeled MAC protocols are robust
and easy to implement, WMN based on such rudimentary MACs may suffer low throughput
due to collisions and interferences caused by multi-hop routing. As a result, congestion in
such networks would be more frequent and persistent, resulting in a big challenge to support
bandwidth-intensive applications (e.g., video communications). To address the low
throughput problem in multi-hop mesh networks, MAC protocols that explore alternative
physical layer technologies have been proposed [3]. The basic idea is to reduce the
transmitter’s interference range and to improve channel spatial reuse. Another effective
solution is to use multiple channels at mesh nodes, allowing concurrent transmissions on these
channels. In fact, many current physical layer standards do provide multiple channels at the
physical layer. For example, the IEEE 802.11b PHY standard for wireless local area networks
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(WLANS) provides three non-overlapping channels (for example in United States they are
channels 1, 6, and 11), while IEEE 802.11a provides 12 non-overlapping channels. Such
orthogonal channels could be used simultaneously in a neighborhood without interfering with
each other. Consequently, there has been substantial effort on developing such multichannel
MAC protocols that can efficiently assign channels to mesh nodes and coordinate the sharing
of these channels.

2.1. IEEE 802.11 MAC Sub-layer

The IEEE 802.11 MAC sub-layer includes two medium access coordination functions,
the Distributed Coordination Function (DCF) and the Point Coordination Function (PCF).

802.11 operates either in contention-based DCF mode or in contention-free PCF mode,
it supports two types of transmissions: asynchronous and synchronous. Asynchronous
transmission is provided by DCF whose implementation is mandatory in all 802.11 stations.
Synchronous service is provided by PCF that basically implements a polling-based access.
Unlike DCF, the implementation of PCF is not mandatory.

As specified in the standard, a group of stations coordinated by DCF or PCF is called a
basic service set (BSS). The area covered by the BSS is known as the basic service area
(BSA), which is similar to a cell in a cellular mobile network. There are two modes to
configure an IEEE 802.11 standard: ad-hoc mode and infrastructure mode. In ad-hoc mode,
the mobile stations can communicate with each other directly to form an Independent BSS
(IBSS) without the possibility of connection to any wired backbone. In infrastructure mode,
the mobile stations can communicate with other networks such as the wired backbone through
the bridge of Access Point (AP). The DCF can be used in ad-hoc or infrastructure modes,
while PCF is used in infrastructure mode only [4].

2.2. Distributed Coordination Function (DCF)

IEEE 802.11 DCF protocol is based on CSMA/CA. In DCF mode, a node with a packet to
transmit initializes a backoff timer with a random integer number drawn from a uniformly distributed
interval [0, CW — 1], where CW is the contention window in terms of time slots. After a node senses
that the channel is idle for an interval called Distributed Coordination Function Inter frame Space
(DIFS), the MAC starts the backoff process by selecting a random backoff counter and decreases by
one for each idle time slot. When the channel becomes busy due to other nodes transmission, the node
freezes its backoff timer until the channel is sensed idle for another DIFS. When the backoff timer
reaches zero, the node begins to

transmit. If the transmission is ; IS Time_
successful, the receiver responds E
with an acknowledgment (ACK)  source ; Data
after an interval called Short Inter- ™ SIFS = =
Frame Space (SIFS). Then, the  pesination i ,
transmitter resets its CW to CWmin —={ DIFS i~
value. This process is shown in Fig.  owmer /[ Contention Window
1. the lack of receiving ACK at the il | {
sending station within a specified . g -
. . . Defer access = NAV+DIFS i Backoff
period, means a collision event, =

thus the sending station retransmits

its packet with a double size of the g 4y Timing relationship for DCF MAC [4]
previous contention window for '

each attempt until reaching CWmax
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parameter [5]. Figure 2 shows such a scenario with CWmin=7 and CWmax=256, When the
transmission of a packet fails for a maximum of retry limit, the packet is dropped.

.
255 255

CW max

127

63

31
) 15
CW min 7

L LThird Retransmission
Second Retransmission

First Retransmission
Initial Attempt
Fig. (2): Contention window sizes at each retransmission attempt [6]

2.3. Enhanced DCF Channel Access (EDCA)

Quality of service which is not supported in the contention based DCF is achieved by
enhancing it through prioritizing the channel access to some time critical applications. Table 1
demonstrates these user priority values for some different applications. Although there are
eight different user priorities, the channel access categories are only four. This is so to
simplify the hardware arrangement since each channel access category needs separate First In
First Out FIFO buffer before transmission as shown in Fig. 3. Each data packet received from
the higher layer with a specific user priority should be mapped into a corresponding Access
Category AC buffer according to table 1. The priority of each AC buffer is not absolute (i.e.)
there could be transmission from a less priority AC although there are packets to transmit in a
higher priority AC buffer [2].

This is achieved by introducing another timing parameter called Arbitrary Inter Frame
Spacing (AIFS). So higher priority AC buffer is assigned shorter AIFS in order to enable such
buffer a biased contend for the channel access as illustrated in Fig. 3. The various MAC
protocols Inter Frame Spacing (IFS) times for MAC protocols shown in Fig. 4.

Table 1: Details of access categories

Access Category (AC) | User Priority Designation

1 Background

Standard

Best effort

Excellent effort
Streaming multimedia
Interactive multimedia
Interactive voice
Reserved
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ACO AC1 AC2 AC3
Back off Back off Back off Back off
AIFS(0) AIFS(1) AIFS(2) AIFS(3)

1 1 1 1

Virtual collision handler

Transmission attempt
Fig. (3): Implementation model with four transmission queues [5]
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DIFS
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DIFS/AIFS PIFS [ =
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Busy Medium <’—(>! | , lar: o’ ots Next Frame

~===1—1==-Slot time

Defer Access Select Slot and Decrement Backoff as long
o et

Fig. (4): Comparison among various Inter Frame Spacing periods
for DCF, EDCA and PCF protocols [6]

3. Related work

Many researchers have studied network metrics of the MAC protocols of IEEE
standards. Most of them were concentrating on the performance evaluation of MAC protocols
parameters for Ad-hoc wireless networks. In [7], the researchers evaluate the contention based
EDCA for IEEE 802.11e through comparing simulation results between EDCA and DCF. The
network included a single access point that serves several wireless stations. Agustin et. al. [8]
presented an overview of wireless technologies 802.11 and 802.11e and proposed guidelines
of how to implement the EDCA backoff procedure to perform traffic differentiation. Kritika
et. al. [6] demonstrated the effect of MAC layer protocols for IEEE 802.11e on the data flow
of low priority traffic (HTTP, and remote login) compared to high priority traffic even if the
number of nodes generating the low priority traffic is much more than the higher priority
nodes. In [9], an Ad-hoc network operates according to the IEEE 802.11b standard is
simulated with equal load traffic for the four access categories. Nevertheless the acquisition of
the radio channel by the high priority traffic is much more aggressive than for the low priority
traffic. Perez et. al. [10] used a simulation tool based on an extension of stochastic petri
networks to evaluate the network metrics for the IEEE 802.11e on an Ad-hoc network. The
results showed that the default settings are not optimal and it can be improved by an order of
25% if an appropriate selection is made. A very related work is presented in [11] where a
WMN consisting of a single access point and two stations is simulated through OPNET
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Modeler. The network is operating according to the standard IEEE 802.11b and confirming to
the QoS standard IEEE 802.11b with four different applications corresponding to four
channel access categories.

4. Simulation Model

A WMN project consist of three access points and eight stations is simulated via
OPNET Modeler v. 14.5 as shown in Fig. 5. One of the access points is linked to a wireless
server, the other two service four clients for each. Each one of them has two wireless
interfaces, one for each BSS, so we have BSS_0 consisting of clients (1-4) and one interface
of AP_0, BSS_1 consisting of clients (5-8) and one interface of AP_1, and BSS_2 that
consists of the other interface of each access points. The wireless server and the other wireless
interface of AP_2 consists BSS 3.

Two IEEE 802.11 standards (802.11a and 802.11g) with data rate set to 54 Mbps are
chosen to be the underlying Wi-Fi protocols. The application definition block shown in Fig. 5
is customized to include four types of applications with different values for each according to
Table 2.

For the EDCA scenario, these applications are further parameterized as in Table 3 in
order to achieve QoS priorities and demonstrate the efficiency of this MAC layer protocol for
real time applications. Keeping in mind that the DCF MAC layer protocol does not support
service differentiations. The simulation time for the above network is set to 600 second.

100 — 150 200 — 250 — 00
client 1 client_2 o
5 = -

D
D

50

- LC S server
AP APA2
client_3 client_4 / \ \
\ BSS_3
100 BSS_0
AP 1
D D
iy g g
client_5 client_6
D D
D) 580
Application:
200 ~Definition |

client 7 client 8 prﬁ?ﬂ;'gf};t}on applicati'on definition

B55_1

Fig. (5): WMN model in OPNET modeler
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Table (2): Selected applications for the simulation

__|___Application ___|

HTTP Heavy browsing
FTP High load
Video conferencing Low resolution
Voice PCM quality speech

Table (3): Access category corresponding to an application

Application AIFS
HTTP Background
FTP Excellent effort
Video conferencing Interactive multimedia
\oice Interactive voice

5. Results and Discussion

Four global statistics were carried out to demonstrate the effects of MAC protocols on
the whole network performance metrics for the IEEE 802.11a and 802.11g standards. They
are the throughput in (bits/sec), media access delay in seconds, and data dropped in (bits/sec)
due to either buffer over flow or retry threshold exceeded.

The global network throughput is shown in Fig. 6 for the four scenarios. The IEEE
802.11a outperformed the IEEE 802.11g for the two MAC protocols DCF and EDCA. In each
of the two standards the throughput in EDCA protocol was better than that of DCF. The
enhancement is more noticeable in IEEE 802.11g where it was 10 % compared to 4 % for the
IEEE 802.11a.

The WLAN media access delay is one of the important performance metrics especially
for the critical time applications. Fig. 7 shows the great enhancement in media access delay
using EDCA protocol compared to DCF protocol for both standards IEEE 802.11a and
802.11g. The delay is reduced by a factor of 30 % and 32 % for the two standards
respectively.

The data dropped in the network due to the buffer over flow is shown in Fig. 8.
Again the EDCA protocol outperformed the DCF protocol for the two IEEE 802.11 standards
(a and g). the enhancement in EDCA protocol was about 30 % for 802.11a and 13% for
802.11g. Another cause of data dropped is the retry threshold exceeded. This statistic was nil
for the DCF protocol which permits equal chances for all applications. While the EDCA
protocol prioritizes some types of applications over others. Therefore; many attempts to
transmit certain applications packets could easily exceed the retry threshold number. In
EDCA protocol the IEEE 802.11a undergone more data dropped than the IEEE 802.11g as
illustrated in Fig. 9.
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Fig. (9): Data dropped (Retry Threshold Exceeded)

6. Conclusions and Future Studies

Two MAC protocols (DCF and EDCA) are compared in terms of network performance
metrics through the simulation of WMN based on two IEEE 802.11 standards (a and g). The
simulation results confirmed the outstanding EDCA MAC protocol for both standards over
performance of the DCF MAC protocol. The IEEE 802.11a standard outperform the IEEE
802.11g standard in terms of throughput, wireless LAN media access delay and data dropped
due to buffer over flow. Albeit, the data dropped due to retry transmission exceeded statistic
showed that the IEEE 802.11g EDCA protocol is less than that of the IEEE 802.11a EDCA
protocol. Although the overall results of the IEEE 802.11a were better than those of the IEEE
802.11g; the later showed more improvements through the application of the EDCA protocol
over the DCF protocol compared to the less improvements in the IEEE 802.11a. more studies
are conducted to investigate the effects of mobility upon the two MAC protocols for the two
standards. Further future studies could be subjected to study the increasing number of hops
associated with various routing protocols to the performance of WMNSs deploying various
MAC protocols.
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Abstract

Separation of TCP packets from UDP packets is an important task in design of
systems that analyze packets transported in networks. This is accomplished using a
series of tasks that include encapsulation and decapsulation . In this work this is
performed outside the computer nodes, using FPGA to know protocol groups that
perform these functions and identify the protocol used in each packet. The extraction of
actual data can make use of this process and then uses the data. This process can be used
in connection of devices that works at different OSI layers by the design of a gateway to
dispatch these packets to other devices. This work includes measurement of delay inside
the FPGA which leads to better design. The result of the work can be used as an
expansion to multi LAN ports in SPARTAN 3E XC3S500E FPGA kit which includes
only one LAN port.

Keywords: TCP Packets , UDP Packets, FPGA, VHDL.
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11,200.000 ns

128 process (clk20M) Decoder

129 begin .

130 if (clk20M' event and clk20M='1')then signal | preopER-coooeooe
131 PAKET<=PAKET (12142 downto 0)& PAKET (12143):;

132 if input='Z' then

133 PAKET<=(others=>'0');  ———————————e 1518%8 bit PAKET size—-
134 start<='0';

135 count <=0;

136 else

137 even<= not(even);

138 if even ='0' then

139 PAKET<=PAKET (12142 downto 0)& input;

140 dec out<=PAKET (12143);---—--———————————————————————————— serail data bit-------——-
141 NRZ<=PAKET (12143);

142 end if;

3580 ae Serial sue il i dlae 2ay 3 LY : (6) JSA
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11,450.000 ns

161 process(clk20M)

162 Dbegin

163 if (clk20M' ewvent and clk20M='0')then

164 PAKET1<=PAKET1 (12142 downto 0)& PAKET1(12143);
165 if NRZ= '0' then

166 enc_out <= not (clk 10m);

167 PAKET1 (0)<= not (clk 10m);

168 -

169 else

170 enc_out <= clk 10m;

171 PAKET1 (0)<=clk_10m; ----————————————————= seral manchester signal---------
172 end if;

173 end if ;

174 end process;
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L (8)JSa & cpmally Ssa ) e

2,551.798 ns

1 dk
H; rst
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15 dik_outs
CLK 55 (8)d&ﬂ\i

Frrca = 50 Myz
T.=25T =F=1/T1=1/2.5T=50M/2.5=20Myz 10M divided by tow To=2T,
=F,=1/T,=1/2T1=20M/2=10Muz
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H@ paket2
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@ std_logic 1164 P 1
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1
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) ei1001010101010
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‘ it D < F K K
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Console ~O8x
ISim>
#run 100us
ISim>
#nn L00us
ISim>
Frnal Lad Jl Y e 5y s
Stopped at tine : 284241750 ns : Fle 'Fu/FPGAZIha testkha,vhd’ Line 64 VI le 38 55 50 2
15im> Al e LI 8 LAY 5 5hs
@ Conscle || ] Compiationlog | @ Ereakpoints | (@4 FindinFiles Results | g Search Results =
il g i dlidl -
ool 8 & shidl e 84,241,750,000 ps

delay o002, | |
ATV

h\,a@\gw\@mﬂm”ﬂwm (11) J<a

JsS5igll .55
upper layer s> (8 335 gall daidll Gasd A e UDP ) TCP JsSsignll g 58 48 jma (Sa

dad Jilaige P Aoly e pdlad)l ) dad Jia Al AU dsdl) & P datagram ¢ 25> 54l protocol
s A Frame Dl e el el Cany Al &l A.sj‘ Jeadly Frame Ll (e (24)&}@\} @\)&\ culd)
2 iy Aic Ipv4 datagram axdies Frame 1a o) SUL degdll o2a ua:S o= « Length or Type
Lele TCP JsSss 0 (o) bl ) a8 <o gas (6) 22al) (o sk il 1) a8 o5 s 5 oS3l 3aal) 1) J g5l
& (e WS UDP indication 4 iy 3l s UDP JsS 535 0 &—’hb.el‘ J)*‘-’ o g (11)22a]) (g sboss il 1)

(12)d

0ns 5,000,000 ns 10,000,000 ns 15,000,000 ns 20,000,000 ns 25,000,000 ns 30,000,000 ns

L rst
L cik_out3
& clk_out4
f input
® even

[y dec_out
5 enc_out
B inputr

UDP
indication

® evenr

[& dec_outr
& enc_outr
®a

Bb

& start

& startr

& udp

1% udpr

g nrz

1 nrzr
L cikzom
L% ck_10om
& delay1

& delay2

)
a count

JsS 55l g 5 GLES) : (12) JSa

SV Ol e Gfisla Gn Bidirection at the sam time <l (i aalad¥) (3 Juat¥) 34

5OLIYE serial W sie cpalasVl lbal 385 Adaadle s Juai¥) dlac 5 A58l man sl hup U35 o« FPGA
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veeee 01 g2l ) ) 43 ghina pladinly TCP/UDP JsSsig JLES) 13 3a3a

Jshy A8 Ll Gl g A3UN ) sacliall sl e (5 a3 cldeall JS o) Adaadle ae 43080 4uulsll direction
.(13)Jsill 8 WS bit period <l ()

1617,

17,616,000 ns 17,616,500 ns 17,617,000 ns

i ck

1;, rst

W;, ck_out3
lr

@ clk_outd
-1;] input

1l even

Tm enc_out

§

Wn inputr olailly Jus )
1l evenr pcl (ale¥)
1§y dec_outr serail

=
hg enc_outr

W’ - p— olailly Jlas Y1
1% b pe2 (mSall
Ué start serail
hc startr

u#t.u\ﬂgduﬂ\ L (13) Jgal

g 9 IS g alivall g Jus yall [P grsia sl ranaill A yidall 4S50 Wireshark gebin pladinly (asdll &
(14) S b e LS Galas¥) b Ol W) a3 JS g paiisal) JsS 555l

No. Tim Source Destination Protocol Length Info
1U4 /4 H): 5$/U 191 168.0.102 192.1068.0.1 llU Retresh NB WORKGROUP<10>
7 0192.168.0.1 1 102 t
106 /6 3572240 192 .0. 192.168.0.1
6. 358 68. 0. 1 1 102
L
10

115 80.9133510 192 168.0.1 192.168.0. 102 DNS 100 Standard query response Oxblea A 212 73.221.202

116 80.9142110192.168.0.102 212.73.221.202 TCP 62 52682 > http [SYN] Seq=0 Win=8192 Len=0 MS5=1460 SACK_PERM=1

117 81.0436430212.73.221.202 192.168.0.102 TCP 62 http > 52682 [SYN, ACK] Seq=0 Ack=1 Win=65535 Len=0 M55=1360 SACK_PERM=1
118 81.0438330192.168.0.102 212.73.221.202 TCP 54 52682 > http [ACK] Seq=1 Ack=1 Win=17680 Len=0

119 81.0438630192.168.0.102 212.73.221.202 TCP 54 52682 > http [FIN, ACK] Seq=1 Ack=1 win=17680 Len=0

120 81.1919080 212.73.221.202 192.168.0.102 TCP 54 http > 52682 [ACK] Seq=1 Ack=2 Win=65535 Len=0

121 81.1922350212.73.221.202 192.168.0.102 TCP 54 http > 52682 [FIN, ACK] Seq=1 Ack=2 win=65535 Len=0

122 81.1922880192.168.0.102 212.73.221.202 TCP 54 52682 > http [ACK] Seq=2 Ack=2 Win=17680 Len=0

123 82.3571510192.168.0.102 192.168.0.1 NBNS 110 Refresh NB WORKGROUP<1e>
— 102 ~

. 0192. . 0. 192
. 8571960 192. 168 0. 102 192.

af
1!

NBNS

# Frame 1: 76 bytes on wire (608 bits), 76 bytes captured (608 bits) on interface 0

# Ethernet II, Src: Azurewav_7c:39:a4 (74:f0:6d:7c:39:a4), Dst: SenaoInt_c7:54:40 (00:02:6f:c7:54:40)
© Internet Protocol Version 4, src: 192.168.0.102 (192.168.0.102), Dst: 192.168.0.1 (192.168.0.1)

# User Datagram Protocol, Src Port: 64464 (64464), Dst port: domain (53)

Wireshark gasill el 1 (14) Jsil
claliuy |8
LoDl 5 a0 Sl (3 paionall < gl 40aS Lgia ) gal 322 i) simulation aseail) 2 3lSlae aay
SAoad aayy DA S e Sl Bisad 8 Decoder/Encoder Jisadll dashaie Jae 3.5 Delay
Gaob oo il daslee gl (Al dsasll s Al sk Clua 488 5 Ao ol AL dihaial) Gl sl 48 iaa 8 Frame
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FPGA Based Architectures for Vertex Processing System
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Abstract

The three dimensional0 (3D) transformations are considered one of the basic
operations required to translate , rotate, or scale the objects in 3D space. The
continuous evolution in computer graphics and its applications requires more objects
and therefore more vertices to model them. As a result of that the transformations
consume more processing time since they are applied to each of the vertices
individually. In this paper a vertex processing system is proposed and implemented to
increase the performance speed when the execution of the transformation operations
are performed. The system consists of two main units. The transformation matrix unit
that computes variety types of individual and composite transformations. The second
unit is the vertex processing unit which is implemented with three proposed
architectures. The performance of the three architectures are tested and compared.
FPGA ( Field Programmable Gates Array ) is used to implement the system.

Keywords: FPGA, Concatenation Matrix, Vertices, Pipelining.
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1- Introduction

The science of computer graphics has become very sophisticated and its applications
entered in everyday life such as Computer Aided Design, Medical diagnoses, Video
Gaming, Computer Simulation and Others. Real time applications of computer graphics
require high speed processing therefore several means are considered to increase
performance and speed up the calculations. GPU ( Graphics Processing Unit ) which is used
in Personal Computers is one of the well-known examples to accomplish this. In 3D
computer graphics the major transformations used are translation, rotation and scaling of the
objects. Each object commonly consists of hundreds of vertices so the processing time of the
transformation consumes considerable time. To transform an object each of its vertices is
transformed first then it is further processed to compute its new image. In three dimensional
applications such transformations have to be carried out in the object space before projection
to the image space which requires more processing time due to the third dimension. This is
why a hardware support is necessary in such a condition. So many papers are devoted to this
area of research and a review of some of the recent ones are listed next.
In 2006 the researchers F.Bensaali and A.Amira proposed an article which investigates the
suitability of field programmable gate array devices as an accelerator for implementing 3D
affine transformations. The proposed solution is based on processing large matrix
multiplication implemented for large 3D models on the RC1000 Celoxica board based
development platform using Handel-C[1]. In 2007 Faycal Bensaali , Abbes Amira and Reza
Sotudeh described field-programmable gate arrays in implementing floating-point
arithmetic. The performance in terms of area/speed of the proposed architectures has been
assessed and has shown that they require less area and can run with a higher frequency,
according to them, when compared with existing systems [2].In 2010, Sahen presented a
paper, where a 32-bit floating-point based hardware module was designed to speed-up 3D
graphic transformations using field programmable gate array (FPGA). Module’s data
processing speed was compared to various PCs. The results showed that, 3D graphic
transformations can be speeded-up by a factor (up to 11.47) employing the designed module,
as claimed by him [3]. In 2012 F.H. Ali tends to construct a general form of a single matrix
representation for multiple geometric transformations for three dimensional objects. This
way, a speed up factor of 1 to 5, according to his paper, can be gained. An architecture is
designed and implemented as a hardware unit and then tested for single matrix
transformation using Field Programmable Gate Array (FPGA) [4]. However, this paper
introduces a vertex processing system based on FPGA . The system has two units,
transformation matrix unit that creates the transformation matrix and the processing unit.
Two Patterns for the transformation matrix has been proposed, each one can form variety
types of unique or composite transformations. Since the rotation requires trigonometric
functions, a Look-Up Table method has been used to evaluate it. The vertex processing unit
has been designed using three architectures , serial processing , parallel coordinates
processing and parallel vertices processing.
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2- Elementary Transformations

3D Transformations include three basics types : Scaling , Translation and Rotation .
Each transformation operation can be applied individually or composite of more than one
operation are applied [5]. To transform an object, all the vertices of the object should be
transformed to achieve the required transformation. 3D Transformations are represented in
matrix form. Scaling transformation alters the size of an object. The operation can be carried
out by multiplying the coordinate value V(X,y,z) of each vertex by scaling factors Sx, Sy,
and Szto produce the transformation. Translation transformation is applied to translate the
object from one position to another position in space by adding translation factors Tx , Ty
and Tz to the coordinate value V(X,y,z) of each vertex. Rotation transformation is applied to
an object to rotate it around any rotation axis in the cartesian coordinates in a clockwise or
anti-clockwise direction [6].

3- Patterns of 3D Transformations

Any sequence of transformations can be represented as a single matrix formed by
concatenating the matrices for individual transformations in the sequence [7]. In this article ,
two patterns of 3D transformation are proposed. Each one can form variety types of unique
or composite transformations. First pattern is used to form the basics transformation (
scaling , translation and rotations ) and some composite transformations as shown in table 1
(The direction of rotations are anticlockwise rotation). These patterns has no selector to
select the transformations. The transformation matrix is formed on the fly depending on the
values of the pattern parameters, equation number (1) presents this pattern.

Sx=cos(Rz+ Ry)  —Sx=sin(Rz) Sx = sin(Ry) Tx1+ Sx=Tx2
Sy = sin(Rz) Sy*cos(Rz+ Rx) —Sy=sin(Rx) Tyl+Sy=Ty2 (1)
—Sz = sin(Ry) Sz = sin(Rx) Szxcos(Ry+Rx) Tzl+S5z«Tz2
0 0 0 1

Where :

Rx, Ry and Rz : rotation angles around X,y and z axis respectively.
Sx, Sy and Sz : scaling factors.

Tx1,Tx2,Tyl,Ty2,Tz1,Tz2 : translations factors.

Table 1 : Pattern 1 Transformations

Operation Sz |Sy|Sx| Tz2 | Ty2 | Tx2 | Tz1 | Tyl | Tx1 | Rz | Ry | Rx

Rotation withraround | ;| 4 | 1 | ¢ 0 0 0 0 0 0|0 |

X-axis

Rotation with r around
y-axis 1111 0 0 0 0 0 0 0 r 0

Rotation with r around
Z-axis

Translation with
(tty,t2) 111, 0 0 0 tz ty tx O] 01O
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Table 1 : Continued

Scaling with (sx,sy,sz) | sz [ sy | sx | O 0 0 0 0 0 0 0 0

Scaling with (sx,sy,sz)
then Translation sz|sy|sx| O 0 0 tz ty tx 0] 0]O
with(sx,sy,sz)

Translation with

(tx,ty,tz) then Scaling | sz | Sy | SX | tz ty tx 0 0 0 0 0|0
with(sx,sy,sz)

Scaling with (sx,sy,sz)
respect to the point SZ|Sy|Ssx| -tz | -ty | -tx | tz ty tx 0| 0]O
(txty,tz)

Rotatation with r around

x-axis then Scaling with | sz | sy [ sx | 0 0 0 0 0 0 0|0 |
(sx,sY,52)

Rotation with r around

y-axis then Scaling with | sz | sy | sx | 0 0 0 0 0 0 0 r |0
(sx,sY,52)

Rotation with r around

z-axis then Scaling with | sz [ sy [ sx | O 0 0 0 0 0 r101]0
(sx,sy,sz)

Rotation with r around

x-axis then Translation | 1 [ 1 [ 1 | O 0 0 tz ty tx O[O0 (|
with(tx,ty,tz)

Rotation with r around

y-axisthen Translation | 1 | 1 | 1 | O 0 0 tz ty tx 0 r (o
with(tx,ty,tz)

Rotation with r around

z-axisthen Translation | 1 | 1 [ 1 | O 0 0 tz ty tx r(o01]o0
with(tx,ty,tz)

The second pattern is used for rotation transformations where a variety of unique or
composite rotations can be performed. Equation number (2) represents the pattern matrix. In
this pattern a selector is needed. The selector is used to set the rotation where it has two
values 0 and 1. The sequence of rotation transformations when the selector equals to 0 is
anticlockwise rotation and reverse of the sequence if the selector equals to 1. Table 2 shows
the transformations of this pattern.

all al2 al3 ald
a2l a22 a23 a24 2)
a3l a32 a33 a34
a4l a42 a43 ad4

all= cos(Ry)*cos(Rz)

al2= cos(Ry)*sin(Rz)*s2

al3=sin(Ry)*sl

a21= cos(Rx)*sin(Rz)*s1 + cos(Rz)*sin(Rx)*sin(Ry)
a22= cos(Rx)*cos(Rz) + sin(Rx)*sin(Ry)*sin(Rz)*s2
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a23= cos(Ry)*sin(Rx)*s2

a31=sin(Rx)*sin(Rz) + cos(Rx)*cos(Rz)*sin(Ry)*s2

a32= cos(Rz)*sin(Rx)*s1 + cos(Rx)*sin(Ry)*sin(Rz)

a33= cos(Rx)*cos(Ry)

ald,a24,a34,a41,a42,a43 =0

ad4=1

Where :

Rx, Ry and Rz : the rotation angles around X,y and z axis respectively.

s1 and s2 : variables that their values are equal to 1 or -1 depending on the selector as show
in Figure 1.

Table 2 : Pattern 2 Transformations

Operation selector Rz Ry RX
Rotate with rx around x-axis 0 0 0 rx
Rotate with ry around y-axis 0 0 ry 0
Rotate with rz around z-axis 0 rz 0 0
Rotate with rx around x-axis then rotate with 1 0 ry rx
ry around y-axis
Rotate with ry around y-axis then rotate with 0 0 ry rx
rx around x-axis
Rotate with rx around x-axis then rotate with 1 rz 0 rx
rz around z-axis
Rotate with rz around z-axis then rotate with 0 rz 0 rx
rx around Xx-axis
Rotate with ry around y-axis then rotate with 1 rz ry 0
rz around z-axis
Rotate with rz around z-axis then rotate with 0 rz ry 0
ry around y-axis
Rotate with rx around x-axis then rotate with 1 rz ry rx
ry around y-axis and then rotate with rz
around z-axis
Rotate with rz around z-axis then rotate with 0 rz ry rx
ry around y-axis and then rotate with rx
around Xx-axis

4- Implementation
Field-Programmable Gate Arrays (FPGASs) are pre-fabricated silicon devices that
can be electrically programmed to become almost any kind of digital circuit or system[8]. So
by using this techniqgue and Xilinx Spartan 6 kit as a target device the system is
implemented. The system consists of two units, transformation matrix unit and vertex
processing unit. Data is represented in fixed point format in the system. The width of data is
sixteen bit , ten bit for integer part and six bit for fraction part. This number of bits is found
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a suitable compromise in terms of error rate and the amount of utilization resources of the
FPGA chip.

-l

Read ( Rx, Ry, Rz, sel )

. No é Yes

Calculate CM

m ¥ 2 B

oz

Figure 1 : Flow chart for pattern 2 calcualtions

4.1- Transformation Matrix Unit

This unit is used to create the transformation matrix. Figure 2 shows that this unit
has two patterns to create two types of transformation matrix. The pattern selector input is
used to choose the required pattern. The two pattern units work in parallel and each unit
requires different time to complete its calculations. When the calculations of one of them is
completed, the rdy bit is set. The ready bit control is controlling the rdy bits of the two
patterns depending on the pattern selector bit. if the pattern selector bit is O ( Pattern 1) the
rdy bit of the ready bit control is equal to the rdy bit of pattern one else the rdy bit of the
ready bit control is equal to the rdy bit of pattern two. Trigonometric function can be
evaluated by the trigonometric function unit. This unit is implemented using Look-Up table
where dual port memories are used as Look-Up table that contains the values of sine
function form O degree to 450 degree with 0.5 degree steps. Figure 3 shows the
trigonometric function unit. One port is used for sine and the other one is used for cosine.

Trigonomef tric
Functions Unit

cos |sin TAﬂgIe

Pattern 1

Txo_o| Transformation Matrix
Ty2—a Unit
Tz2p
S¥ |
Sy Rdy f—
'z S — |
R —| |
Ry —mt Pattern 2 ;—‘
Rz —s-| Transformation Matrix =N
Sel —=| Unit psgs:r

Tcos Tsm lAng\e

Trigonomef tric

= Rdy

Ready bit
contrlo

Figure 2 : Transformation Matrix Unit
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At one clock the sine and cosine can be produced. Two examples are used to test the
system. With the first example it is first required to create transformation matrix for the
following transformation operations, rotation with 25 degree anticlockwise around the z-
axis then anticlockwise rotation with 20 degree around the y-axis and finally anticlockwise
rotation with 15 degree around the x-axis as shown in table 3.

10 bit 16 bit
angle _7L—..Pom Address  Data 1}—~—» sin

Look-Up Table
1K * 16Bit

> i
+ |»Port2 Address  Data 2 —;"—DCOS
180—s| " |

CLK > clk

Figure 3 : Trigonometric function unit
Figure 4 shows the simulation results of this example. The input cm_sel is used to
select the pattern of transformation matrix used therefore it is set to zero to use the first
pattern. The input sel is set to zero to make the calculations for z-y-x direction. Inputs angles
(rx1, ryl and rz1) are represented by fixed point format as Q9.1 ( where 21° = 1K is the

size of RAM needed). The other inputs are undefined because they are for the second
pattern. When the rdy bit output is set to one, the output coefficients of the transformation
matrix are ready where all, al2, al3 and al4 represent the first row, the outputs a2l , a22 ,
a23 and a24 represent the second row, and the outputs a31, a32 , a33 and a34 represent the
third row. The outputs are represented by fixed point format as Q10.6 ( This number of bits
is Appropriate in terms of error rate and the amount of resources consumed).

Table 3 : Transformation matrix for first example

all al2 al3 a2l a22 a23 a3l a32 a33
Theoretical 0.8517 -0.3971 0.342 0.4884 0.838 -0.2432 -0.19 0.3742 0.9077
Practical 0.84375 -0.4062 0.3281 0.4843 0.8281 -0.25 0.203 0.35937 0.9062
25 75 25 5 5
125
Error Rate 6.907
(%) 0.9334 2.2916 4.0570 0.8241 1.1784 2.7961 9 3.9618 0.1597
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Figure 4 : Simulation results of first example

The second example is to create transformation matrix for scaling with ( 1.5,1.5,1.5)
around the point (1,2,3) as shown in table 4.Figure 5 shows the simulation results of this
example. The input cm_sel used to select the pattern of transformation matrix that will be
used therefore is set to one to use the second pattern. The inputs rx2 , ry2 and rz2 are set to
zeros, The scaling coefficients (sx,sy and sz) and translation coefficients are represented by
fixed point format as Q10.6.

Table 4 : Transformation Matrix for second example

all |ald |a22 |a24 |a33 |a34 |al2,al3,a?1,23,a31,a32

Theoretical 1.5 -0.5 1.5 -1 15 -15 0

Practical 1.5 -0.5 1.5 -1 15 -15 0

0 0 0 0 0 0 0
Error Rate (%)

1 em_set i | 1 | |
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Figure 5 : Simulation results of second example
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Table 3 shows the resources utilization of this unit. The table shows that six block
RAMs and 26 multipliers are used. The block RAMs used as Look-Table to find the
sine/cosine functions for Rx1, Ryl , Rzl , Rx2 , Ry2 and Rz2 in parallel. The multipliers
are used by pattern 1 and pattern 2 calculations.

Table 5 : Resources utilization of transformation matrix unit

Logic Utilization Used Available Utilization

Number of Slice Registers 572 18224 3%
Number of Slice LUTs 603 9112 6%
Number of fully used LUT-FF pairs 447 728 61%
Number of Block RAM/FIFO 6 32 18%
Number of BUFG/BUFGCTRLS 1 16 6%
Number of DSP48Als 26 32 81%
Maximum Frequency 281.365MHz

4.2- Vertex Processing Unit

After the transformation matrix has been created by transformation matrix unit and
the rdy bit is set, the vertex processing unit begin to fetch the vertices of object that require
to be transformed and processing each vertex independently. The processing is a matrix
evaluation shown by equations numbers (3,4 and 5).

x’=allx+al2y+al3z+al4 (3)
y’ =a2lx+a22y+a23z+a24 (4)
7z’ =a3lx +a32y+a33z+ a34 (5)
where: X’ , y’ and 7’ are the new vertex coordinates
X, y and z are the coordinates of the vertex
all,al?,al3,al4,a21,a22,a23,a24,a31,a32,a33 and a34 are the transformation matrix
coefficients.

Three architectures are introduced to implement this unit. Serial processing
architecture, parallel coordinates processing architecture and parallel vertices processing
architecture. In Serial processing architecture each coordinate of the vertex will be
processed in turn ,x-axis then y-axis then z-axis, in pipeline fashion. Two memories are
needed, one memory is used for reading the coordinates and the other memory is used for
writing the new coordinates x, y and z respectively as shown in figure 6.

Data

Y
y

Transformation
Matrix
| Data

Input Serial Processing Output

Memory Unit Memory
Address | Address

J 3
r

Figure (;: Block diagram ofserial processingiarchitecture
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The example used to test the unit is to rotate a rectangle in space with 45 degree
anticlockwise around x-axis. Figure 7 shows the simulation results of this example. The
adressr and datar signals are the address and data of the input memory respectively. The
adressw signals are the address of output memory. The data_out signal is the new vertices
coordinates that are written in output memory.

G T N e o I o o I T N o o O o I B .
B adrecer(n] 000 00 ooz ) 003 ) 004 ) (5 (005 007 X_008 y_00% x_00a 0G0 )_00c y_00d 00 _0of ) 010 011 )
Bow o) _OWUY [ WTed ) o0 fetd W Omb0 ¥ ferd ) 0140 X 0000

35 adressn]9:0) ny W 000 W 001 002 o (03 o 008 o 005 006 o 007 i 008 X 009 o 00a o 00b )
2 cata ou[15:0) [TTTT] W 0040 f Ao o D12 o fecd ) Mo ) 01c2 i Pecd ) fe33 ) (00D ) 0140 ) fe3d

Figure 7 : Part of simulation results sample of serial processing unit

Resources utilization of this unit is shown in Table 3. Two block RAMs and three
multipliers are used. One of the block RAMs is used as input memory and the other as
output memory.

Table 6 : Resources utilization of serial processing architecture

Logic Utilization Used Available Utilization
Number of Slice Registers 336 18224 1%
Number of Slice LUTs 241 9112 2%
Number of fully used LUT-FF pairs 132 445 29%
Number of Block RAM/FIFO 2 32 6%
Number of DSP48Als 3 32 9%
Maximum Frequency 219.479MHz

The second architecture is the parallel coordinates processing architecture that all the
coordinates of the vertices will be processed in parallel in pipeline fashion. Six memories are
needed for this architecture , three for reading and three for writing. Each memory is for one
coordinate of the vertices as shown in figure 8. In this architecture at each clock a vertex
will be read and the x , y and z coordinates of this vertex will be processed at the same time.
The new coordinates of vertex will be written in memory concurrently.

Transformaion
Matrix
~ /7

P x X >
 abi " LY
Input _|_ Parallel Processing Unit . Output
Memory [[} 7 Memory

Address Address

T L
— - e -

Figure8 : Block diagram for parallel coordinates processing architecture

The last example will be used for testing and the simulation results are shown in figure
9. The addressl signal is the address of the input memories and at each clock three data
values will be read , the signals datx1 , datyl and datzl , from these memories. These three
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signals represent a one vertex. After the pipe is full, at each clock a new vertex represented
by datxl out , datyl out and datzl out signals will be produced. These signals will be
written to the output memories and the signal address1w is the address of these memories.

Table 7 : Transformation Matrix for first example

X y z Theoretical Practical Absolute Error
x’ y’ z’ x’ y z’ ex ey ez
5 5 5 1|5 0 7.0711 5 0.078125 7.03125 0 -0.078125 0.03985
-5 5 5 1|-5 0 7.0711 -5 0.078125 7.03125 0 -0.078125 0.03985
-5 -5 5 1|-5 -7.0711 0 -5 -7.109375 0 0 0.038275 0
5 -5 515 -7.0711 0 5 -7.109375 0 0 0.038275 0
I o | I [ [N o A o S IS o S o N [ R [ o I
g adress1[3:4) Ly T T [ 1
B canif15:0] 7T W o Tty ¥ [T
B dary115:0] [ K 0140 1 fech
3 amzi[is) UL W [ e
B ecresste 50) ] L [ [}
B dat]_out]15:0] 0K T Tach b [T
3 daeyl_owx{15:0] 000 ] i [ X e
B el _oue[15:0] 0 | ki [T=] i 0000

Figure 9 : Part of simulation results of parallel coordinates processing architecture

Table 5 shows the resources utilization of this unit. Six blocks RAMs and nine
multipliers are used. Each coordinate of vertices (X,y or z) needs two blocks RAMs and
three multipliers. One of the block RAMs is used for reading and the other is used for
writing after transformation.

Table 8 : Resources utilization of parallel coordinates processing architecture

Logic Utilization Used Available Utilization
Number of Slice Registers 286 18224 1%
Number of Slice LUTs 194 9112 2%
Number of fully used LUT-FF pairs 186 294 63%
Number of Block RAM/FIFO 6 32 18%
Number of DSP48Als 9 32 28%
Maximum Frequency 323.824MHz

’J:

X x

The third architecture consists of two processing
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units that has been used in the second architecture.
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Figure 10 : Parallel vertices
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The example used in the last architecture will also be used here to test the simulation
result of this architecture as shown in figure 11. The addressl signal is the addresses of the
input memories and at each clock six data values will be read , the signals datx1 , datyl,
datzl , datx2 , daty? and datz2 , from these memories. These six signals represent two
vertices. These signals will enter the processing units and at each clock two new vertices
will be produced , this occurs after the pipe is full. The signals datxl out , datyl out,
datzl_out, datx2_out, daty2 out and datz2_out are the new vertices that are stored in the
output memories and the signals addresslw and adress2w values are the address of these
memories. This unit uses dual port block RAMs with as the previous unit. Two vertices are
read at a time therefore two parallel coordinates processing units work in parallel and as a
result eighteen multipliers are needed as shown table 6.

L1 " ' ] | | ]

B acress1[3:0) [LTT] A | [

3 dani[15:0] [IT1T] W om0y 1 fetl

5 darya[15:0] DAL W om0 1 fectl

g daczi[1%0) (11T ) I 0140

B acressd3:0) ] W Em Y | 5]

g datazy15:0| LU Y fed b | 0140

B daty2(15:0] [T T 1 (=]

B dae22{15-0) LU i 1 0140

B adresslwl3:0] I 1 P [ 1
g danl_out]L5:0] e | [TE I fec |
g daryl out15:0] LAEA] W fi i =]
B el ou[15:0]) ) | el 0000
2 acress2w9:0] [ | L [

B darx2_out|L5:0] WK | W feld W med |
B datyZ_outL5:0] [ L fe3d
) dataZ_out[150] W | W med X 0000

Figure 11 : Part of simulation results of parallel vertices processing architecture

5- Conclusions

One of the important factors in computer graphics applications is the speed factor
because it deals with a huge amount of data in real time. The most time-consuming
processes are the transformation operations when the scene has a large number of objects. In
this paper a vertex processing system has been proposed to increase the speed of execution.
The system has two units , transformation matrix unit and vertex processing unit. The
maximum frequency of the transformation unit is281.365MHz and the maximum number of
clocks needed to get the results in worse case is eight clocks, therefore the maximum
execution time for this unit is (1/281.365MHz * 8 = 0.0284 microsecond ).The vertex
processing unit has three architectures. The first is serial processing architecture, in this
architecture each coordinate of the vertex is processed alone serially therefore the number
of clocks needed to transform any object is (3N+7) where N is the number of object vertices.
When the object has large number of vertices it can be approximated to (3N). The second
architecture is the parallel coordinates processing architecture, in which one vertex is
processed at time therefore the number of clocks needed to transform an object is (N + 6)
and can be approximated to (N) where N is the number of object vertices.
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Table 9 : Resources utilization of parallel vertices processing architecture

Logic Utilization Used Available Utilization
Number of Slice Registers 521 18224 2%
Number of Slice LUTs 328 9112 3%
Number of fully used LUT-FF pairs 318 531 59%
Number of Block RAM/FIFO 6 32 18%
Number of DSP48A1s 18 32 56%
Maximum Frequency 349.638MHz

The third architecture is the parallel vertices processing architecture, where this
architecture two vertices are processed at each clock therefore the number of clocks needed
to transform an object is (0.5N + 6) and can be approximated to (0.5N) where N is the
number of object vertices. The speedup comparison of the architectures is shown in table 7.

Table 10 : Speedup calculations of vertex processing unit architectures

Architectures Speedup
Serial processing Parallel coordinates processing 3N/N=3
architecture architecture B
Serial processing Parallel vertices processing _
architecture architecture 3N/O.5N=6
Parallel coordinates Parallel vertices processing N/O 5N=2
processing architecture architecture e

The serial processing architecture is efficient on resource utilization but it has a less
performance than other architectures. The parallel vertices processing architecture has best
performance than others but it consumes more resources than others. The parallel
coordinates processing architecture has medium performance and resource utilization
between the other architectures.
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Abstract

Many digital services , such as confidential video conferencing , medical , military
imaging systems and the rapid progress of Internet require reliable security and
encryption in real time to store and transmit these digital images/videos .In this paper a
parallel implementation of the advanced encryption standard (AES) using pipelining
technique is proposed . for more security a pseudo random sequence generator (PRSG)
is used in advance .The goal is to achieve a high speed reliable security system for real
time application . The available AES that is used for text data can be applied to other
types of data that is used in multimedia application like image , speech or video .The
parallel architecture is implemented on Field Programmable Gate Arrays
(FPGA)family of Spartan _ 6 ( XC6SLX16 ) using Very high speed Hardware
Description Language (VHDL) . an image encryption is taken as a case study . the
system is capable to process image (256*256)in (0.00053) second .consequentially the
real time requirement is achieved .

Keywords: Image encryption, FPGA, Pipeline design, AES.
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Abstract

In this paper, a pipelined-parallel hardware architecture to compute the shortest
paths of OSPF networks is proposed based on parallel shortest path searching
algorithm. OSPF protocol uses the software version of the sequential Dijkstra
algorithm for computing and constructing the routing table for each router in an
autonomous system area. The proposed Pipelined-Parallel Shortest Path Searching
(PPSPS) processor overcomes the time delay of executing the sequential Dijkstra
algorithm by conventional processors by reducing the execution time from 0(n?) to

O0(n— 1), where nis the number of nodes. The design is targeted to Xilinx Virtex 7

FPGA chip, and in order to make the parallel processor capable to handle an OSPF
area with 256 nodes, a pipelining feature is adopted and successfully implemented
within chip resources availability. Very large speed up factors (approximately within
the range of 20 — 280) have been achieved by the proposed ultra-high performance
PPSPS processor when compared with the conventional software Dijkstra algorithm.

Keywords:- Pipelined-Parallel Hardware Architecture, OSPF Networks, Dijkstra
Algorithm, Pipelined-Parallel Shortest Path Searching (PPSPS) Processor, FPGA,
Speed Up Factor.
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I. Introduction
Open Shortest Path First (OSPF) routing protocol is an instance of a link state

protocol based on hop-by-hop communication of routing information, specifically
designed for intradomain routing in an IP network [1], [2]. It executes Dijkstra algorithm
for constructing the routing table in each router (node) belongs to such OSPF area.
Dijkstra algorithm, as well known, has execution time as long as 0(n?) in its software

version when executed by conventional processors. This property increases the delay to
setup routing information exponentially as the network size (number of nodes per
network) is increased. Thereby, the network performance will be slow down.
Parallel computing systems are designed to solve the long time execution of Dijkstra
algorithm, in software and hardware solutions. By software solutions, multi-processor and
multi-thread system was designed to calculate pieces of routing table concurrently, by
partitioning the network into many sub-networks and each processor or thread calculates a
part of whole routing table in parallel [3] - [5]. Hardware solutions, such as reconfigurable
processors and field programmable gate array (FPGA) technology are often designed for
calculating the routing tables [6] - [9].

This paper follows our previous paper presented in Ref. [10], when parallel processors for
shortest path searching was designed and implemented on Xilinx Virtex7 FPGA chip for 8,
16, 32, 64, and 128 nodes OSPF area size. In that paper, the 128-node processor occupied
65% of FPGA chip resources. It has been concluded that when we go on with the same
parallel processor design strategy for a 256-node network, the logic resources required will
exceed the total logics available on the FPGA chip.

In this paper, the divide and conquer concept and pipelining processing are used besides the
previous proposed parallel shortest path searching (PSPS) algorithm and its units design [10].
By this combination, a pipelined-parallel shortest path searching (PPSPS) processor is
achieved for a 256-node network with an ultra-high performance on the same Xilinx Virtex7
FPGA chip.

The rest of this paper is organized as follows: an explanation of the pipelined-parallel shortest
path searching (PPSPS) algorithm is presented in section Il. Section 111 explains the proposed
hardware implementation of the corresponding PPSPS processor. In section 1V, the pipelining
data flow and the synchronization of such PPSPS processor is described. The FPGA resources
utilization and the performance evaluation of PPSPS processor are discussed in section V.
Finally, section VI concludes this paper.

Il. Pipelined-Parallel Shortest Path Searching (PPSPS) Algorithm for A 256-
Node OSPF Network
The network topology of 256-node OSPF network is represented as a

256 x 256square matrix of integer numbers called adjacency matrix or cost matrix. Each
element in cost matrix represents the cost (or weight) of travelling from node i to nodej,

w(i,j). The link cost is supposed to be 8-bit positive value. A 256-bit flag vector is
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introduced in PPSPS algorithm to be associated with the cost matrix. The bit position of
the flag vector works with the row and column of the cost matrix that have their
corresponding index numbers (i.e., flag bit 1 with row 1 and columnl). In other words,
each bit of the flag vector is associated with a single node and its links to the other nodes.
Initially, the flag bit position of the row of source node is set to 1, and other flag bits are
reset. Flag bit status will decide if the corresponding row will be searched for minimum
value by PPSPS algorithm. The parallelism and pipelining processes of PPSPS algorithm
can be described as follow:

A- Parallel operation

The parallel searching of shortest paths of 256-node OSPF network can be calculated
by the following steps:

1. Set all elements of each column of cost matrix that has flag bit equals 1 to FF (this cost
value is chosen as the value to be saved representing infinity).

2. Find the minimum value among the elements of rows whose flag bits are 1.

3. Subtract the minimum value that was found in the step 2 from all values of rows whose
flag bits are 1.

4. Zero elements of the resulted cost matrix have minimum costs from source node to
their destinations.

5. For columns that have zero elements, update their flag bits to 1.

6. If all flag bits are 1’s, all shortest paths are completely found and the matrix will be
totally infinity next step, else, go to 1.

Unlike Dijkstra algorithm which searches one node a time, PSPS algorithm of Ref.
[10] searches multiple nodes simultaneously for shortest paths, and can find multiple
destination nodes. The parallel searching will give maximum execution time as O(n — 1).

B- Pipelining operation

Pipelining processing design is adopted in this paper in order to be capable to process
large network sizes (such as 256 nodes) in a divide and conquer style. The pipelining
process can be explained as follows:

1. The network cost matrix 256256 is decomposed into 16 sub-cost matrices, each
256:x16 (16 columns), to be processed sequentially.

2. The flag vector also is divided into sixteen 16-bit sub-flag vectors; each contains the
flag bits of the corresponding columns of sub-cost matrix.

3. Each sub-cost matrix and its sub-flag vector are introduced to the PPSPS algorithm
separately one after the other in pipelining fashion, and the shortest paths calculation is
done according to the PSPS algorithm steps presented in (A). The steps 1-5 of the parallel
operation are applied to the 16 sub-cost matrices and their sub-flag vectors, and before
step 6 the processed sub-cost matrices and sub-flag vectors are accumulated for
recombining and reproducing the updated 256x256 cost matrix with256 bit flag vector.

137



2013/11/21-19 ¢ya 580 Juagall daaly — Luatigh L080 Ll Joagal) = D il alal) jaigal)

In step 6, if all 256 bits of updated flag vector are 1’s, the calculation of shortest paths is
completed, otherwise the updated 256256 cost matrix will enter again in new iteration
of the PPSPS algorithm. Figure 1 shows the decomposition of cost matrix and flag vector
into sixteen 256:x16 sub-cost matrices and sixteen 16-bit sub-flag vectors.

256x256 Cost Matrix
___..A..___

\
)

{256%16) Sub-cost matrix C256 — C241
[256x16) Sub-oost matrix C240 — C225
{256%16) Sub-cost matrix C224 — C209
{256%16) Sub-cost matrix C208 — C193
{256%16) Sub-cost matrix €192 — C177
{256%16) Sub-cost matrix C176 — C161
[256%16) Sub-cost matrix CLE0 — C145
{256%16) Sub-cost matrix C144 — 129
{256%16) Sub-cost matrix C128 — C113
[256%16) Sub-cost matrix C112 - C97
{256%16) Sub-cost matrix C96 — CEL
[256%16) Sub-cost matrix C&O — C65
{256%16) Sub-cost matrix C64 — C49
{256%16) Sub-cost matrix C48— C33
[256%16) Sub-cost matrix €32 - C17
{256%16) Sub-cost matrix C16 — C1

b255-b240
b239-b224
B223-b208
b207-b192
b191-b176
b175-b160
b153-b144
b143-b128
b127-b112
b111-b36
b35-b&0
b79-b64
b63-bdg
b47-b32
b31-ble
b15-b0

(
\

—_—
256-bit Flag Vector

Fig. 1 Decomposition of cost matrix and flag vector; C and b stand for column and
bit, respectively.

I11. Hardware Architecture of The FPGA-Based PPSPS Processor
Figure 2 shows the block diagram of the proposed PPSPS processor. The hardware

architecture consists mainly of two blocks operate sequentially one after the other. The
first block is the latch block, and its function is to latch the complete cost matrix of the
256-node OSPF network. It has been assumed that, the data bus of the processor is 64-bit
width.

Since the 256- node network size has 256:x256 elements of cost matrix and each

element is 8-bit value representing the weight of the link that connect upstream node to
downstream node, the cost matrix is 2562568 bits, formed as 256 rows of 256 X8 bits.

Thereby, the cost matrix will enter and latched internally as 8192 vectors; each has 64-bit
length. The address decoder is used for this function; it receives 13-bit address ADDR1
and decodes it to produce the latch signal for the currently available 64-bit data of cost
matrix. The complete cost matrix will be latched and recomposed internally after 8192
clock cycle.
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Fig. 2 Block diagram of the PPSPS processor.

Flag generation unit (FLG GEN) creates the initial 256-bit flag vector. The bit
pattern of the flag vector has logic level 1 of LSB and logic level 0 of the other bits. This
means that the first node of cost matrix will be the source node of shortest paths
calculations to the other nodes (destinations) in the network.
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The second block of PPSPS processor is the processing block which computes the
shortest paths from the source node to the rest nodes. The followings are descriptions of
the components contained in this block.

1- Multiplexer 1 (MUX1):A 524288-bit 2-to-1 multiplexer. Depending on the logic state
of the selector, generated by control and synchronized unit. MUX1 passes either the
initial cost matrix of the network which is provided by latch block (when selector =
O)or it passes the updated cost matrix resulted from processing block to be
processed for next time (when selector = 1).

2- Multiplexer 2 (MUX2): A 32768-bit16-to-1 multiplexer used to divide the 256256
cost matrix into 16 sub-cost matrices each is 256x16. The 4-bit binary counter C1
supplies its output to 4-bit selector input of MUX2. For each clock cycle, the cost

matrix will pass through MUX2 as 256x16, i.e., 16 columns. By MUX2 the

pipelining operation is started and it will provide the other processing block
components a sub-cost matrix each clock cycle.

3- Multiplexer 3 (MUX3): A 256-bit 2-to-1 multiplexer, its inputs are the initial flag
vector and updated flag vector resulted from the processing block. When its selector
equals to 0, it passes the initial flag vector, else, updated flag vector will be passed.
The selector is generated by a synchronized unit.

4- Multiplexer 4 (MUX 4): A 16-bit 16-to-1 multiplexer, its inputs are the flag vector
passed from MUX3and its selector is the 4-bit output of C1 counter. Every 16 bits of
flag vector are connected to one input of MUX4. When its enable signal is active,
each clock cycle MUX4passes one sub-flag vector that contains the 16 flag bits of
its associated 16 columns of the sub-cost matrix passed from MUX3 for the
pipelining operation.

5- Set-Infinity-Column unit (INF unit): The operation of INF unit is to set all elements of
each column of the sub-cost matrix whose associated flag bit is at logic 1, to infinity
(i.e., FF). The inputs of INF unit are the sub-cost matrix and the sub-flag vector
coming from MUX2 and MUX4, respectively, and the output of INF unit is the
updated sub-cost matrix having some columns with totally infinity value elements. If
the(i,j)™element in the cost matrix has an infinite value, this indicates that there is

no available connection link between thei™ and thejt® nodes. Setting some columns

to infinity values by INF unit is to prevent update their element values (links costs)
in the next processing units.

6- Comparator Bank unit (CMP unit): This unit consists of the following three parts
working in sequence: first binary tree-comparators, sixteen 8-bit latches, and second
binary tree-comparators. The first tree-comparators has 12 stages, and consists of
4095 2-input comparators. The two inputs of the first tree-comparators are the sub-
cost matrix updated by INF unit and the complete 256-bit flag vector. In the first
stage, multiple rows of the sub-cost matrix will be searched independently in
parallel, for their local minimum costs. When the associated flag bit of the row is
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set, its local minimum cost will pass to the next stages, else an infinity value will be
placed instead. The rest stages of the first comparators tree will search the global
minimum among the local minimums of the first stage. Finally, the output of this
part is the minimum link cost of the participated links. This minimum value of the
sub-cost matrix will be latched, waiting for all other minimum values of the rest sub-
cost matrices. By the pipelining operation, 16 different minimum values are latched
in the second part of the comparator bank unit. The third part is another tree-
comparators, having 4 stages with fifteen 2-input comparators. The operation of this
part is to find the final minimum cost from the 16 latched minimum values of the
previous two parts.

7- Latch 1unit (LATCHZ1): This unit is to latch all sub-cost matrices after processing by
INF unit. LATCH1 basically consists of 65536 8-bit latches, distributed as 16
groups; each with 4096 8-bit latches, and each group will latch a single sub-cost
matrix. The output of this unit is the complete 256256 cost matrix.

8- Multiplexer 5 (MUX5): MUX5 is similar toMUX2 in its construction and operation.
MUXS5 receives the output of LATCH1 and reforms it as 16 groups of sub-cost
matrices to be passed in sequence according to the selector bits status that generated
by C2 4-bit binary counter. In other word, MUX5 divides the 256:X256 cost matrix

into 16 sub-cost matrices each with 256x16.

9- Subtractor Matrix unit (SUB unit):The subtractor matrix unit is a two-dimensional
256 x 16 array of simple subtractors. The inputs of SUB unit are the 25616 sub-

cost matrixpassed from MUXS5, the minimum cost produced by CMP unit and the
256-bit flag. The subtractor of a specific position in the subtractors array will
subtract the minimum cost from the non-infinity cost value at the same position of
the sub-cost matrix. This is done only for the rows of the sub-cost matrix which have
flag bits equal to 1, other rows will remain unchanged. All subtractors will operate
simultaneously, and as a result the updated sub-cost matrix will have zero values.

10- Latch 2 unit (LATCH2): This unit accumulates the sub-cost matrices processed by
SUB unit to reform the updated 256x256 cost matrix. The output of this unit is

supplied to MUX1 for the next iteration of shortest path calculations.

11- Multiplexer 6 (MUX6): The same as MUX4 in its operation. The 4-bit selector is the
output of counter C2 but delayed by one clock cycle for synchronization.

12- Flag Update unit (FLG unit): FLG unit receives the updated sub-cost matrix produced
by SUB unit and the sub-flag vector passed from MUX6. The function of this unit is
that, when a zero value is found in each column of the sub-cost matrix, the
corresponding flag bit will be set to 1. All 16 columns will be searched in parallel
and all affected bits of sub-flag vector will be updated at the same time.
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13- Latch 3 unit (LATCH3): Because of FLG unit produces only 16 bits updated sub-flag
vector for one time, the 16 sub-flag vectors will be latched by LATCHS3 unit to
reproduce the complete new 256-bit flag vector that will be used for the next
iteration of the processing block. This unit consists of two levels of 256-bit latches,
the first level is to latch the sub-flag vectors one after the other, and the second level
to release all 256 bits of the complete new flag vector. Also, a signal RTRDY will
produce if all 256 bits of the flag vector are 1’s to indicate that all shortest paths are
found and the routing table information of the network can be downloaded from the
hardware. It is generated by ANDing all new 256 bits of flag vector.

14- Routing Table unit (RT unit): The RT unit will have the final information of the
shortest paths of the network routs. It consists of 265 X 256 bits array viewed as 16

partitions; each partition is 25616 bits sub-array. The input of this unit is the sub-

cost matrix resulted from SUB unit. The zero values of sub-cost matrix elements
will set the corresponding bits positions in a sub-array of RT unit. Each sub-cost
matrix process a sub-array of RT unit, and the 16 sub-cost matrices covers the
256256 bit array. At the end of the shortest path computations, when (i,j)™bit is

set, this means that the link from it™® node to j*® node is participated in the shortest

path because of its minimum cost.

15- Multiplexer 7 (MUX7): Finally, the routing table can be read out from the RT unit
using a MUX7. This multiplexer has 1024 inputs and one output; each is of 64-bit
wide. Its selector is 10-bit address bus ADDR?2 for reading the 256x256 bits of RT

units as 64 bits each click cycle. MUX7 will be enabled if RTRDY signal of
LATCH3 unit is logic 1.

16- Synchronization unit (SYNC unit): The synchronization and control the flow of the
data from one unit to the other in PPSPS processor is done by SYNC unit. It controls
the cost matrix processing steps by releasing signals for enabling/disabling each
component of the processor hardware. SYNC unit consists of two53-bit rotation
registers (SRR1 and SRR2) and one256-bit inputs OR-gate. The function of OR-gate
is to produce the selector of MUX1 and MUX3 by ORing the 256 bits of the new
flag vector generated by FLG — LATCH3 units. Initially, all these 256 bits are set to
logic 0, so the initial selector state is logic 0, that will cause MUX1 and MUX3 pass
the origin cost matrix and flag vector, respectively. After the first iteration of the
processing block, the 256 bits of the new flag vector will contain at least one bit
with logic 1 level, resulting the selector will change its state to logic 1 and
accordingly MUX1 and MUX3 will pass the updated cost matrix and flag vector,
respectively. The selector will remain at logic 1 till the computation of shortest paths
is completed. The two synchronization rotation registers of SYNC unit are
described in the next section.
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IV. Pipelining Data Flow and The Synchronization of PPSPS Processor
A single clock signal drives all components of the PPSPS processor except MUX1 and
MUX3 which are non-clock driven units. Table 1 shows the clock cycles and data pipelining
flow starting from the pass of the first sub-cost matrix from MUX2 and ending when the 256-
bit new flag vector generated by LATCHS3 unit. This time period represent the time consumed
by PPSPS processor for a single iteration of the processing block operation.
Table 1 Data pipelining flow of processing block of the PPSPS processor.
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In Table 1, the mark X means that a new data is processed and out from that unit.
MUX1 takes 16 clock cycles (from 1 to 16 clocks event) to pass the complete cost matrix as a
pipelined 16 sub-cost matrices flow. Also INF unit takes 16 clock cycles (from 2 to 17 clocks
event) to process the 16 sub-cost matrices sequentially, each during a single clock period. The
CMP unit needs 32 clock cycles (from 3 to 34 clocks event) to find the global minimum cost
of the cost matrix. In pipelining flow, 28 clocks for finding the minimum values of the 16 sub-
cost matrices and 4 clocks for finding the global minimum of the cost matrix. Both SUB and
FLG units consume 16 clock cycles to process the complete cost matrix and flag vector,
respectively. LATCH3 unit needs 17 clock cycles to produce the new 256-bit flag vector, 16

clocks for latch the 16 sub-flag vectors in the first level latches and 1 clock for enable all
second level latches to release the new flag vector.

From Table 1, it is clear that a single iteration of the processing block of the PPSPS
processor is finished within 53 clock cycles. At clock cycle 54, a new iteration will be begun
and the data will start flow in pipelining manner with the same scenario. In order to
synchronize the pipelining data flow for each iteration, SYNC unit has two synchronization
rotation registers SRR1 and SRR2 designed for this purpose. Both registers are 53-bit length,
and initialized with bit patterns to enable the controlled units in its time and disable them in
other times. Figure 3shows the architecture of these registers and their initial bits patterns.
SRR1 and SRR2 start rotate their bits pattern to the right when their enable inputs are active
and they still in rotation unless the processor is reset.
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Fig. 3 SRR1 and SRR2 of SYNC unit.

The synchronization operation of the two rotation registers can be explained as

follows:

- SRR1: It starts rotate its bits pattern when its rrl_en input is active. The last address
decoder output L(8191), which used for latching the last 64 bits of cost matrix, is
connected to rrl_en. When this line has logic level 1, next clock cycle will make RR1
start rotation. Bit SRR1(0) will enable MUX2, C1, and MUX4 when it is at logic 1 state.
Because of the appropriate initial bits pattern of this register, these three units will stay
enabled for 16 clocks in order to pass the complete cost matrix and flag vector from
MUX2 and MUX4, respectively. After, MUX2 and MUX4 will be disabled and latch the
last output, and C1 will disable counting and force its 4-bit output to 0000. These three
units will stay at these states for the next 37 clock cycles before they restart the same
operation for a new iteration of the processing block for new 53 clock cycles.
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The SRR1(20) bit is connected to C2 and MUX5 enable inputs. When its logic state is
1, these two units will start working in next clock cycle. The 4-bit output of counter C2 is pre-
set to 0000. So, if MUXS5 is enabled, it will pass the first sub-cost matrix toward the SUB unit.
In the same clock cycle, C2 will increment its output by 1 to prepare the selector of MUX5to
select the second sub-cost matrix in the next clock cycle. This operation will continue for 16
clock cycles in order to complete passing all the 16 sub-cost matrices which stored in
LATCH1 unit. SRR4(20) bit will be at logic 1 level after 34 clocks from enabling the register,
and stay at this level for a 16 clocks, then return to 0 for 37 clocks. By this way, SUB unit will
process the 16 sub-cost matrices in a pipelining manner during each iteration of the
processing block. On the other hand, SRR4(19) bit enables MUX6 when its logic level is 1,
i.e., after one clock cycle from C2 and MUXS5 enabled, for 16 clock cycles.

- SRR2: Latch 1 unit stores the 16 sub-costs matrices after updating by INF unit in
pipelining manner. The 16 enable signals of this unit are provided by SRR2. After 3 clocks
from the time of L(8191) signal is set to logic 1, the first sub-cost matrix is arrived to
LATCHZ1 unit, and the rest matrices will come consequently during the next 15 clocks. The
initial bits pattern of SRR2 is set so that SRR2(49) will be at logic 1 at the same time of the
arrival of the first sub-cost matrix to LATCHL1, and because of connecting this bit to the first
latch enable, L1_1, next clock cycle will save this sub-cost matrix in its latches. The other
sub-cost matrices will be also stored in LATCH1 unit by logic 1 state of SRR2(48) to
SRR2(34) bits which represent the enable signals of the other 15 latches L1_2 to L1_16.

The second function of SRR2 register is that to enable the intermediate stage of CMP
unit, which is the latch part. The logic states of bits SRR2(37) through SRR2(22) are used to
enable the sixteen 8-bit latches CL1 through CL16, respectively, in sequence and one latch
per a clock cycle. The result of this operation is the latching of the 16 minimum values of the
sub-cost matrices processed by first comparator of CMP unit. It is required 15 clock cycles,
from the time of L8191 is logic 1, to find the minimum cost of the first sub-cost matrix. The
other 15 minimums of the rest sub-cost matrices will be found during the next 15 clock
cycles. When all the 16 minimum values are found and latched, the second comparator will be
enabled at the next clock by SRR2(21) bit to find the global minimum during 4 clock cycles,
and the CMP unit finishes its work for this iteration and will repeat the same operation next
iteration.

The other function of this rotation register is to provide latch signals for three units,
LATCH2, RT, and LATCH3. SRR2(16) will be at logic lafter 36 clocks from SRR2 starts
rotating. During the next clock cycle, SRR2(16) will latch the first updated sub-cost matrix
produced by SUB unit in LATCH2 unit, and also will enable first 16 columns of the bits array
of RT unit for updating its bits from logic level 0 to 1 if the corresponding costs of the
updated sub-cost matrix have zero values. In the same manner, SRR2(15) to SRR2(1) will be
used for the rest parts of LATCH2 unit and RT unit. On the other hand and by the same way,
SRR2(15) through SRR2(0) will be used to latch the 16 sub-flag vectors resulting from FLG
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unit in the first level latches of LATCH3 unit. Then, the logic state of SRR2(0) bit is delayed
by one clock cycle. This will activate the second level latches of LATCH3 unit to release the
complete 256-bit new flag vector. At this clock cycle, the synchronization of the pipelining
data flow operation for a single processing block iteration cycle will be terminated after 53
clock cycles.

V. FPGA-Based Implementation and Results

The proposed architecture of PPSPS processor is targeted to Xilinx Virtex7
(XC7V2000T)FPGA chip [11] for implementing. Xilinx ISE design suite 13.2 [12] is used for
writing VHDL codes, synthesizing the design, and also specifying timing constraints for the
best and fastest performance. The FPGA area utilization and the minimum clock period
resulted are presented in Table 2, and post place and route (post-PAR) simulation using Xilinx
ISIM simulator [13] is successfully done.

Table 2 XC7V2000T FPGA chip utilization and clock period.

L FF C

L UTs F s lock Lenc Fre
UTs utilization Fs utilization period g y
. . (MHz)
ratio ratio (ns)
7 59. 1 73 1 69.
30575 8% 803542 7% 4.3 93

A) Performance evaluation of PPSPS processor

From the previous section, a single iteration of the processing block of PPSPS processor
consumes 53 clock cycles for shortest paths computations. Thereby, the total clock cycles for
finding all shortest paths of the whole 256-node network from a single source node to all
destination nodes can be calculated as:

Total clock cycles = w +1+(Kx5b3)+ 256:56

=9217 + (K x 53) ..(1)

The variable K in Eq. (1) is the number of iterations performed by processing block
until all shortest paths are found, i.e., all bits of flag vector become 1’s. Theoretically, the
parallel algorithm takes no more than N-1 iterations to complete the searching process, where
N is the number of network nodes. So for the 256-nodes network, if K=255, then the total
clock cycles will be 22732 clocks.

Actually, the number of iterations of the processing block is much less than N-1 because
that the parallel algorithm can find multiple shortest paths from the source node to many
destination nodes. This feature reduces the number of iterations to find all shortest paths, thus
it provides an early-termination of the searching process. The calculation time will depend on
the network connections density and the variation of links costs. Network connections density
means the number of links that connect all nodes in the network, and the variation of link
costs means the differences between them. It has been found that the connections density has
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a minor effect of the searching time while the major effect comes from the variations of link
costs. In Table 3, different random 256-node network topologies are generated with the pre-
definition of their link cost values and their connection densities. The same network
topologies are searched by software Dijkstra algorithm (run on standard PC with 2 GHz Intel
core i7 microprocessor and 8 GB of RAM). The execution times are calculated and compared
with the corresponding execution times of the PPSPS processor. The results in all tested cases
illustrate the high performance of PPSPS processor which high offers speed up factors
(approximately in the range of 20 — 280). The speed up factors of the 36 experiments
presented in Table 3 are plotted in Figure 4.

It is clear that from Table 3, when the network connection links have small and
more similar costs, the processing block iterations will be decreased and the speed up
factor of the PPSPS processor will be increased, and vice versa. Also, it is noted that, the
decrease in the connection density corresponds to the increase in the processing block
iterations.

300
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Speed up factor

Network case

Fig. 4 The speed up factors of the 20 experiments presented in Table 3.

B) Simulation results using Xilinx 1Sim

FPGA-based PPSPS processor for 256 nodes has been designed in VHDL codes
according to the proposed architecture, targeted to FPGA chip of the type Xilinx Vertix-7
(XC7Vv2000T), and tested with the two network topologies. Such topologies are different in
their complexity, link cost values and connection density. As an example, Figure 5 shows
parts of the post place and route simulation waveforms of a cost matrix of 256-node network.
It should be noted that it takes 66 iterations of the processing block to find all shortest paths.
The Post-Route simulation is done by Xilinx ISim simulator [13], with link costs of the cost
matrix being represented in hexadecimal numbers, and FF; link cost represents the infinity.

The number of clocks and the number of iterations consumed by FPGA-based PPSPS
processor can be described as follows:
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Table 3 Various topologies of 256-node network.

Case | Link cost| Network Processing Total clock | Execution | Execution | Speed up
no. ranges connection | block cycles time of s\w | time of factor
densities iterations (K) Dijkstra(sec) | PPSPS (ns)

1 1-25 100% 4 9429 0.0233 134834.7 172.8042
2 1-25 75% 4 9429 0.0281 134834.7 208.4033
3 1-25 50% 5 9482 0.027 135592.6 199.1259
4 1-25 25% 8 9641 0.0253 137866.3 183.5111
5 10-25 100% 13 9906 0.0081 141655.8 57.18086
6 10-25 75% 17 10118 0.0121 144687.4 83.62857
7 10-25 50% 19 10224 0.0145 146203.2 99.17704
8 10-25 25% 25 10542 0.012 150750.6 79.60167
9 20-50 100% 25 10542 0.008 150750.6 53.06778
10 20-50 75% 30 10807 0.0138 154540.1 89.29721
11 20-50 50% 34 11019 0.0169 157571.7 107.2528
12 20-50 25% 49 11814 0.019 168940.2 112.4658
13 50-100 | 100% 51 11920 0.0053 170456 31.09307
14 50-100 | 75% 58 12291 0.0125 175761.3 71.11918
15 50-100 | 50% 65 12662 0.0169 181066.6 93.33582
16 50-100 | 25% 85 13722 0.0119 196224.6 60.64479
17 75-125 | 100% 51 11920 0.0053 170456 31.09307
18 75-125 | 75% 61 12450 0.0166 178035 93.24009
19 75-125 | 50% 68 12821 0.0171 183340.3 93.26918
20 75-125 | 25% 94 14199 0.0103 203045.7 50.7275
21 125-200 | 100% 74 13139 0.0052 187887.7 27.67611
22 125-200 | 75% 85 13722 0.0122 196224.6 62.17365
23 125-200 | 50% 89 13934 0.0146 199256.2 73.2725
24 125-200 | 25% 111 15100 0.0095 215930 43.99574
25 175-225 | 100% 49 11814 0.0052 168940.2 30.78012
26 175-225 | 75% 69 12874 0.0137 184098.2 74.41681
27 175-225 | 50% 79 13404 0.0131 191677.2 68.34407
28 175-225 | 25% 112 15153 0.0091 216687.9 41.99588
29 200-254 | 100% 54 12079 0.0035 172729.7 20.26287
30 200-254 | 75% 71 12980 0.0155 185614 83.50663
31 200-254 | 50% 79 13404 0.0113 191677.2 58.95328
32 200-254 | 25% 123 15736 0.0089 225024.8 39.5512
33 1-254 100% 14 9959 0.0399 142413.7 280.1697
34 1-254 | 75% 16 10065 0.0379 143929.5 263.3234
35 1-254 50% 22 10383 0.0376 148476.9 | 253.238
36 1-254 25% 38 11231 0.0328 160603.3 | 204.2299
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- PPSPS processor starts receive the cost matrix within 7.15 ns. At the time = 464.75 ns, the

- So,

first row of cost matrix is latched completely after 32 clock cycles. Note that 464.75-
7.15=457.6 ns and 457.6/14.3=32 clock cycles, 32x64bit=2048bit which is the total bits
of the first row (256x8bits)- See Figure 5(a).

every 32 clock cycles, a new row will be latched completely in PPSPS processor, and
256x32 = 8192 clock cycles are required for latching the complete cost matrix. At the
time = 117152.750 ns, the last row of the cost matrix is latched. Again, (117152.750-
7.15)/14.3=8192 clock cycles- See Figure 5(b).

- Now, after one clock, the pipeline operation starts at the time = 117167.05 ns and the first

sub-cost matrix will inter the first iteration of the processing block- See Figure 5(c).

- The last clock of the 16 clocks of the pipeline operation starts at the time = 117381.550 ns.

At this clock cycle the last sub-cost matrix will enter the processing block- See Figure
5(d).

- At the time = 167174.150 ns, PPSPS processor completes the computations and found all

the shortest paths after 66 iterations of the processing block. Note that (167174.150-
7.15)/14.3 = 167167; 167167- 8192 = 3498, and 3498/53 = 66 iterations- See Figure
5(e).

- After one clock, the routing table information can be downloaded from PPSPS RT unit for

1024 clock cycle.
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Fig. 5 Xilinx ISim simulation results of PPSPS processor.
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Fig. 5 (continued)
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Fig. 5 (continued)

V1. Conclusions

In this paper, a pipelined-parallel hardware architecture for shortest path searching
(PPSPS) processor has been designed and implemented successfully for 256-node OSPF
networks. The synchronization of such proposed PPSPS processor is guaranteed with fewer
logics (73.7% FPGA chip flip-flops and 59.8% chip LUTSs utilizations on Xilinx Virtex7-
XC7V2000T FPGA chip). These reduced implementation complexities have been achieved
because the processing block units are designed only to process 256:X16 sub-cost matrices.

The cost matrix loading process to FPGA chip takes 8192 clock cycle and the routing table
information extraction takes 1024 clock cycle, while the processing block consumed (K x53)

clock cycles, where K is the number of iterations of processing block for finding all shortest

paths from a single node to the rest nodes. It has been noticed that, two factors can affect the
K value; the link cost range and the network connection density. When the network links costs

are more similar with high connection density, the K value will be small and the total

computing time will be then reduced. The resulting high speed up factors of our experiments
with various network topologies that differ in link cost ranges and network connection
densities have proved that the performance of the proposed PPSPS processor can outperform
the software Dijkstra algorithm running on a conventional microprocessor system.
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Abstract

Many mechanisms were used to improve reliability of wire links in SCADA
systems. This paper suggests enhancing the reliability of SCADA system links using
wireless Ad hoc Network technology or MANET. Our SCADA system emulates a real
SCADA system connecting 20 electrical substations with their central control in Mosul
city/lrag. We suggest the use of a standby wireless network which is activated to carry
the data of the SCADA system in the event of wired network failure. MANET
performance was evaluated by comparing four of its most important routing protocols
(DSR, AODV, OLSR, and TORA).

Keywords- SCADA; Reliability; MANET; DSR; AODV; OLSR; TORA.
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1. Introduction

SCADA is an acronym for Supervisory Control and Data Acquisition. SCADA systems
are used to monitor and control a plant or equipment in industries such as
telecommunications, water control, energy, oil and gas refining or transportation [1]. As
shown in Figure 1, a SCADA system includes data collection computers at the control center
and remote terminal units (RTUs) in the field that can collectively monitor and control
anywhere from hundreds to tens of thousands of data points. It also includes a user interface
that is typically monitored around the clock. The user interface, in addition to one or more
computer displays, usually includes a map board or large group displays to provide an
overview of system status, i.e., Human Machine Interface(HMI) [2].

Also included in the SCADA system are the communications channels required to
transmit information back and forward from the central computer(s) to the RTUs. The
physical media used to create these channels typically consist of leased lines, dedicated fiber,
wireless (licensed microwave or unlicensed spread spectrum radio), or satellite links [3].

The use of wire connections in SCADA systems have an advantages over other
communication technologies such as speed, security and robustness, but any failure affects
seriously on the performance of the system. Several methods can be used to improve the
reliability of the system and the most important are redundancy and diversity mechanisms [4].
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Figure 1: Second generation SCADA system block diagram

Redundancy refers to the replication of entities in the network, generally to provide
fault tolerance. In the case that a fault is activated and results in an error, redundant
components are able to operate and prevent a service failure. Spatial redundancy examples are
triple-modular redundant hardware and parallel links and network paths. Examples of
temporal redundancy are erasure coding consisting of repeated transmission of packets,
periodic state synchronization, and periodic information transfer. Information redundancy is
the transmission or storage of redundant information, such as forward error correction (FEC).
It is important to note that redundancy does not inherently prevent the redundant components
from sharing the same fate[4].
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Diversity is closely related to redundancy, but has the key goal to avoid fate sharing.

Diversity in space, time, medium, and mechanism increases resilience against challenges to
particular choices. Diversity consists of providing alternatives so that even when challenges
impact particular alternatives, other alternatives prevent degradation from normal operations.
Diverse alternatives can either be simultaneously operational, in which case they defend
against challenges, or they may be available for use as needed to remediate [5].
In this paper, we suggest the use of MANET wireless technology to increase the reliability of
wired SCADA system, i.e., adopting diversity concepts. We choose to compare among the
performance of four of the most popular MANETS’ routing protocols in order to discover
their behavior in such environment.

2. Literature Review

Many works have been published in the field of SCADA system and communication
reliability improvement.

Gomaa H., et al. [6] presented a straightforward and practical approach for assessing the
risk associated with the failure of the SCADA system used in power systems. The proposed
method was a valuable tool to power system planners for determining the business risk
associated with current levels of SCADA reliability. The method can also be used to specify
the reliability requirements for the monitoring and control of transmission stations to
determine whether SCADA telecommunications should be a single or dual path for various
types of stations.

Hu G., et al. [7]presented a complete SCADA system of PVs (Photovoltaic Power
plants). They Concentrated on the communication reliability of SCADA system, security
communication strategy and redundancy mechanism. The security communication strategy
ensured reliable communication between SCADA RTU and server and avoid the system
being disturbed or breached by invalid message. Simultaneity, the realization of redundancy
mechanism improved the reliability of SCADA communication network.

TANG Z. et.al. [8] suggested an industrial wireless control communication network and
protocol. The functions of each protocol layer were introduced. Service differentiating,
resource reserving and cross-layer and cross-network schedule mapping mechanisms were
used to provide the real-time and reliable communications. The performance analysis showed
that it can satisfy the requirements of industrial field monitoring and control.

Adrian C. et.al. [9] present their experience in deploying wireless networks to support
the smart grid and highlight the key properties of these networks. These characteristics
include application awareness, support for large numbers of simultaneous cell connections,
high service coverage and prioritized routing of data. They also outlined their target blueprint
architecture that may be useful to the industry in building these networks.

3. Introduction to MANET Technology

As a special type of wireless network, Mobile Ad hoc Networks (MANETS) have
received increasing research attention in the literatures.

It is expected that the adoption of MANET technology to enhance SCADA systems
reliability is much superior over other wireless and wired methods. MANETSs are developed
to provide protocol functionality suitable for wireless routing application within both static
and dynamic topologies. Also, in MANET networks, communication is established among the
nodes without the use of centralized infrastructure or administration and each node acts as
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both an end-host and as a router due to limited propagation range of each node’s wireless
transmission [10]. In addition, the cost of ownership, installation and maintenance is very low
comparing to other redundancy methods. However, the performance of such system depends
mainly on the network’s topology, dimension, number of nodes and the selected routing
protocol.

Such routing protocols can be described according to their characteristics and are
divided into two main categories: Table-driven routing protocols and source-initiated on-
demand driven routing protocols [11]. Figure (2) illustrate routing protocol categories. The
table-driven routing protocols maintain consistent and up-to-date routing information from
each node to the remaining nodes in the network in one or more routing tables regardless of
the need of such routes. Source initiated on-demand routing, initiates routing activities only
when data packets are present and needs routing which reduces routing load [12].

Ad hoc routing protocols ‘

v

Proactive Reactive
(table-driven) (on-demand)
I
L \ 4 A \ 4 v ) 4 Y h
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Figure 2.Routing protocol classification

A. Dynamic Source Routing (DSR)

DSR is an entirely on-demand ad hoc network routing protocol composed of two parts:
Route Discovery and Route Maintenance [13]. DSR is a reactive protocol that discovers and
maintains routes between nodes on demand [14]. In order to discover a route between two
nodes, DSR floods the network with a Route Request packet. This packet is forwarded only
once by each node after concatenating its own address to the path. When the targeted node
receives the Route Request, it piggybacks a Route Reply to the sender and a route is
established. Each time a packet follows an established route, each node has to ensure that the
link is reliable between itself and the next node. DSR provides three successive steps to
perform this maintenance: link layer acknowledgment, passive acknowledgment and network
layer acknowledgment. If a route is broken, then the node which detects the failure sends (by
piggybacking) a Route Error packet to the original sender [14].

B. Ad Hoc on-Demand Distance Vector Routing (AODV)

AODV provides on-demand route discovery in mobile ad hoc networks [15]. Like most
reactive routing protocols, route finding is based on a route discovery cycle involving a
broadcast network search and a uncast reply containing discovered paths. AODV relies on
per-node sequence numbers for loop freedom and for ensuring selection of the most recent
routing path. AODV nodes maintain a route table in which next-hop routing information for
destination nodes is stored. Each routing table entry has an associated lifetime value. If a
route is not utilized within the lifetime period, the route expires. Otherwise, each time the
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route is used, the lifetime period is updated so that the route is not prematurely deleted. When
a source node has data packets to send to some destination, it first checks its route table to
determine whether it already has a route to the destination. If such a route exists, it can use
that route for data packet transmissions. Otherwise, it must initiate a route discovery
procedure to find a route [16].

C. Temporally Ordered Routing Algorithm (TORA)

TORA is another source-initiated on-demand routing protocol, built on the concept of
link reversal of Directed Acyclic Graph (ACG) [17]. In addition to being loop-free and
bandwidth-efficient, TORA has the property of being highly adaptive and quick in route
repair during link failure, while providing multiple routes for any desired source/destination
pair. These features make it especially suitable for large highly dynamic mobile ad hoc
environments with dense populations of nodes. TORA is designed to operate in a highly
dynamic mobile networking environment. It is source initiated and provides multiple routes
for any desired source destination pair. The key design concept of TORA is the localization of
control messages to a very small set of nodes near the occurrence of a topological change. To
accomplish this, nodes need to maintain routing information about adjacent (one-hop) nodes.
The protocol performs three basic functions: Route creation, Route maintenance and Route
erasure [10].

D. Optimized Link State Routing (OLSR)

OLSR is a proactive routing protocol and is also called a table driven protocol because
it permanently stores and updates its routing table. OLSR keeps track of its routing table in
order to provide a route if needed. OLSR can be implemented in any ad hoc network. Based
on the definition and use of dedicated nodes, they are called multipoint relays (MPRs). MPRs
are selected nodes which forward broadcast packets during the flooding process. This
technique allows the reduction of packet overhead as compared to a pure flooding
mechanism, where every node retransmits the packet when it receives the first copy. In
contrast with the classic link state algorithm, partial link state information is distributed into
the network [11].

4. Experimental Design and Investigation

The designed network simulates a real SCADA system of 20 (400,132, 33, and 11 KV)
substations in Mosul city/lrag. The required SCADA signals of each substation are gathered
and sent through its inner fieldbus system to the Human Machine Interface (HMI) computer
in the control room of the substation. The transmission of the collected monitoring data is
achieved via long distances wired network to the server which will receive, display, and
analyze them, see Figure(3).
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Figure 3.Substations locations on Mosul city map (using Google earth software)
Our suggestion implies that in the case of the failure of the wired network for any

reason, a node can send its data via a standby Mobile Ad hoc Network (MANET) in
cooperation with other nodes, i.e., increasing network reliability.
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In our network, due to its power & performance efficiency over conventional IEEE
802.11 WLAN, IEEE 802.11g is the network standard used. Each node in this network has
more than one neighbor, so the transmission power used depends on the longest neighbor
distance except for central station (Server), which needs more adjustments to avoid extra load.

Each node transmits a report of its important digital and analog alarm and status signals
to the central server for displaying and processing, where each signal is represented by a
number of bits ending on its type. For example, status signals (we called digital signals) are
represented by one bit and other measured values (we called analog signals) are represented
by 12 bits for more accuracy, see table(1), i.e., the number of bits for each feeder or
transformer is 52bits. These bits were collected and arranged as an File Transfer Protocol
(FTP) file where each substation uploads different file sizes depending on the number of
feeders and transformers, see Table(2).

Table 1: signals name, type and numbers of bits represented for each substation feeder

Signal name Signal type | NO. of bits
Feeder control digital 1
Fire alarm digital 1
Feeder status(ON/OFF) digital 1
Feeder tripping status digital 1
Feeder current value Analog 12
Oil temperature Analog 12
Feeder voltage value Analog 12
Transformer coils thermal Analog 12

Table 2: Number of Feeders and Transformers, and length of transmitted data bits from
each substation

Node | Number of Feeders and Transformers Initial data without oyerload
(control data)(bit)
1 32 1664
2 23 1196
3 23 1196
4 27 1404
5 23 1196
6 9 468
7 15 780
8 20 1040
9 16 832
10 2 114
11 17 884
12 7 364
13 34 1768
14 18 936
15 2 104
16 19 988
17 21 1092
18 15 780
19 15 780
20 25 1300
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The experiment is conducted on an area space of (190 kilometers*130 kilometers) as
shown in figure (3). For each node, FTP packets are sent at a rate of (2 files/min) and the data
rate used by the WLAN MAC for transmission of data frames via physical layer is 11 Mbps.
Due to the long distances among the nodes, it was assumed that they were supplied with the
necessary power boosters and suitable antennas to extend their transmission ranges.

5. Network Simulation & Modeling
The simulation study of this work has been done for four routing protocols AODV,

DSR, TORA and OLSR, modeled OPNET modeler (Academic purposes License).

There are a number of metrics to compare among these four protocols. The most
important metrics in our case were as follows.

1. Average Throughput (bps): represents the total number of bits forwarded to higher layers
per second; it describes the loss rate as seen by the transport layer. It reflects the
completeness and accuracy of the routing protocol.

2. Average Packet End-to-End Delay (sec): The average packet delay is the average time it
takes an application on a source node to generate a packet until the packet is received by
the application layer of the destination node. It includes delays that arise as a result of
propagation and transmission buffering for the period of the route finding, queuing at
the network interface and retransmission at the MAC layer.

3. Average Data dropped (Kbps): Total data dropped until retry limit reached.

4. Average Routing Overhead Traffic (bps): The routing overhead traffic of a network is the
amount of routing packets that is transmitted over the network. The routing overhead
determines the scalability of the protocol in the network. It is expressed in bits per
second or packet per second.

5. Network Load: It is defined as the total number of packets transmitted per second.

6. Results and Discussion

In order to evaluate the behavior of the former MANET protocols in SCADA systems,
different scenarios were created. The goal is to give a clear picture of the different parameters
which govern the SCADA operation over MANET.
In Figure 4, the simulation results of the network using MANET routing protocols over TCP
traffic shows that the throughput for the OLSR routing protocol is higher than other routing
protocols. The reason is that OLSR maintains cluster of nodes in the topology by dividing
them into different node sets. Dividing the sets into one hop and two hop neighbors makes
OLSR more efficient in link process without having all nodes taking part in this. TORA
protocol shows to have a lower throughput in our fixed topology network. We observe that
the performance of the TORA improves with simulation time and it is better than AODV and
DSR. AODV in our simulation experiment shows to have better performance over DSR,
because it has an improvement of DSR and has advantages of it. The throughput of OLSR is
better as compared to DSR and AODV in both normal operating conditions as well as in
conditions of node failure. This is because of the proactive nature of OLSR because of which
it continuously tries to find routes to all possible destinations in the network. Hence it has the
advantage of having routes immediately available whenever they are required and same
strategy is followed in case of node failure. This is the reason for its outstanding performance.
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Figure 4. MANET Throughput of SCADA System

Figure 5. shows the end-to-end delay for each protocol. AODV and OLSR have lower delay
values compared to DSR and TORA and it shows that the DSR protocol has higher delay
because it uses cached routes and more often, sending of traffic onto stale routes, causes
retransmissions and leads to excessive delays. Also, TORA has bad delay characteristics
because of the loss of distance information with progress. Also in TORA route construction
may not occur quickly. This leads to potential lengthy delays while waiting for new routes to
be determined. For AODV this is due to frequent broadcasting of RREQ and route re-
initialization messages to find an optimal freshest path. OLSR on the other hand maintains
one hop and two hop neighbors that make OLSR more efficient in link update process without
having all nodes taking part in this. In addition, maintaining “Neighbor Table” and keeping
track of other nodes available via one and two hop neighbors leads to less end to end delay in
OLSR.
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For the network load in Figure 6, in case of AODV and DSR is less and better than that
for OLSR and TORA protocols, and it started not at the simulation beginning, due to its
reactive nature a source node obtains a route to a destination only when it has a data packet to
sent, then the load is increase but stay below that of OLSR and TORA protocols. OLSR
protocol due to its proactive nature, it always maintains and updates its routing table. This
will help the OLSR protocol to follow its routing in order to direct the traffic to the
destination efficiently though there is increase in network load. The worst overhead is
experienced when all nodes are employing TORA routing protocols on all of the nodes.
TORA requires every node to have complete knowledge of its neighbors which indicates
certain beaconing process is needed, which is mean TORA sends out too many flooding
messages for route requests and updates. The other reason is that TORA updates route
information very slowly, much time is needed to flood the network with route requests and
updates.
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Fiéure 6. Network load for SCADA system

From begin to end of the simulation; OLSR protocol keep a consistent upload response
time for the FTP application and it much better than that for three other protocols in Figure 7.
OLSR protocol as a table-driven routing protocol maintains consistent and up-to-date routing
information from each node to the rest of nodes in the network in one or more than one table
of routing information before any data packet can be send, this property makes it response
quickly and efficiently to application data . On the another side, in source initiated on-demand
routing, routes are only created when desired by the source node using route discovery to find
all possible routes. Disadvantage of these algorithms is that it offers higher latency in building
a network, thus slow response time.
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Figures 8 and 9 show the average packet dropping rate and retransmission attempts for
each protocol. OLSR and DSR have lower packet dropping rate and retransmission attempts
compared to AODV and TORA. Data dropped in OLSR routing protocol is very low
indicating that no data is dropped during the simulation. This is due to the fact that OLSR
minimizes the traversal of control messages by multipoint relays and reduces the end-to-end
delay and packet drop rate compared to the On-Demand routing technique in which the sender
of a packet determines the complete sequence of nodes through which the packet has to pass;
the sender explicitly lists this route in the packet’s header, identifying each forwarding “hop”
by the address of the next node to which to transmit the packet on its way to the destination
host. This behavior makes network using On-demand protocol exhibit large packet drops
since the network size is relatively small and mobility is not encountered. TORA can be quite
sensitive to the loss of routing packets compared to the other protocols. AODV has a slightly
lower packet delivery performance than DSR because of higher drop rates. AODV uses route
expiry, dropping some packets when a route expires and a new route must be found.
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Figure 8.Average Data dropped in bit/sec for MANET network
163



2013/11/21-19 ¢ya 580 Juagall daaly — Luatigh L080 Ll Joagal) = D il alal) jaigal)

- _
ER average (in Wireless LAN.Retransmission Attempts. (pa.. (5| s RS

M project manetd-ftp_manet_A0DY _recive!1m-DES-1
1m-|

O project manetd-ftp_manet_TORA_re
average (in Wireless LAN Retransmizsion Attempts (packets))

4

351

3
e n“-‘!\\ {f"\_wh //-/IW
2 e N——

15 ¥

1

as

o]

T T T T T
Om Sm 10m 15m 20m 25m

L - = = = =
Figure 9.Average retransmission attempts for MANET network

From the above results and as a final conclusion of their behavior, Table 3 shows a numerical
comparison of the four protocols, “1” for the best up to “4” for the worst.

Table 3. Numerical comparison of the four routing protocols

Metrics AODV DSR TORA OLSR
Delay 3 4 3 1
Routing overhead 1 2 4 3
Drop packet 2 3 4 1
Throughput 3 4 2 1
response time 4 3 2 1

7. Conclusion
In this paper, Mobile Ad hoc Network (MANET) was suggested to enforce the
reliability of electrical substations SCADA systems and to act as a redundant path in the case
of wired network failure. Four MANET’s routing protocols DSR, AODV, OLSR and TORA
were used to build a SCADA system for electrical substations and their performance were
analyzed using network simulation. The protocols were tested according to their throughput,
delay, network load; data dropped retransmission retry, and FTP response time parameters.
Results showed that, OLSR routing protocol experienced higher throughput, lower delay and
experienced lower dropping rate compared to other protocols. Other protocols have many
disadvantages which made them not suitable in our SCADA system. Finally, the adoption of
MANET technology to carry the data of the SCADA represents a new direction and opens the
doors to use such sophisticated network solutions to enhance the performance of traditional
SCADA systems.
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Abstract

TCP is the most used transport protocol in Internet. Algorithms like Slow Start,
Congestion Avoidance, Fast Retransmit and Fast Recovery are the basis for different
TCP flavors. Tahoe, SACK ,Reno and New Reno are TCP versions that use these
algorithms. With the rapid growth of the Internet, the interest for connecting small
devices such as embedded system appliances into an existing network infrastructure has
increased, where the embedded system is a federation structure of computer hardware
with software infrastructure, and perhaps find some mechanical parts and other
additives .Any embedded system consists of the following units (CPU, memory, the
timing units, analog signals to digital signals converter units, Units show results, The
units send and receive information). Such devices often have very limited CPU and
memory resources. This paper focuses on different TCP flavors which are used in
embedded systems and choose which of them given faster response and best CPU
utilization. Several simulations have been run with OPNET in order to acquire a better
understanding of these flavors and the way they perform their functions.

Key words: embedded system, Ftp, New Reno, Opnet, SACK Tahoe, TCP.
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1-Introduction

Unlike personal computers that run a variety of applications, embedded systems are designed
for performing specific tasks. An embedded system used in a device (for instance the
embedded system in washing machine that is used to cycle through the various states of the
washing machine) is programmed by the designers of the system and generally cannot be
programmed by the end user. Embedded systems possess the following distinguishing
qualities Reliability, Responsiveness ,Specialized Hardware, Low cost, Robustness [1]. One
of the characteristics of embedded systems they are stored on the memory fixed and doing
one job mostly . Any embedded system consists of the following units(CPU, memory, The
timing units, analog signals to digital signals converter units, Units show results, The units
send and receive information)[2]. Examples of Embedded systems are Microcontroller- based
single or multi-display digital panel meter (for voltage, current, resistance).,Robots,
Peripheral controllers, Biomedical systems, industrial process controller ,Mobile Smart
Phones and Computing systems , Embedded systems for wireless LAN and convergent
technology devices[3].

2-TCP/IP stack

TCP is the embodiment of reliable end-to-end transmission functionality in the overall
Internet architecture. All the functionality required to take a simple base of IP datagram
delivery and build upon this a control model that implements reliability, sequencing, flow
control, and data streaming is embedded within TCP [4]. TCP provides a communication
channel between processes on each host system . The channel is reliable, full-duplex, and
streaming. To achieve this functionality, the TCP drivers break up the session data stream into
discrete segments, and attach a TCP header to each segment. An IP header is attached to this
TCP packet, and the composite packet is then passed to the network for delivery. This TCP
header has numerous fields that are used to support the intended TCP functionality. TCP has
the following functional characteristics[5]:

Unicast protocol : TCP does not support broadcast or multicast network models. Connection
state : Rather than impose a state within the network to support the connection, TCP uses
synchronized state between the two endpoints.

Reliable : Reliability implies that the stream of octets passed to the TCP driver at one
end of the connection will be transmitted across the network so that the stream is presented to
the remote process as the same sequence of octets, in the same order as that generated by the
sender.

Full duplex : TCP is a full-duplex protocol; it allows both parties to send and receive
data within the context of the single TCP connection.

Streaming : Although TCP uses a packet structure for network transmission, TCP is a
true streaming protocol, and application-level network operations are not transparent. Some
protocols explicitly encapsulate each application transaction; for every write , there must be a
matching read . In this manner, the application-derived segmentation of the data stream into a
logical record structure is preserved across the network. TCP does not preserve such an
implicit structure imposed on the data stream, so that there is no pairing between write and
read operations within the network protocol.
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Rate adaptation : TCP is also a rate-adaptive protocol, in that the rate of data transfer is
intended to adapt to the prevailing load conditions within the network and adapt to the
processing capacity of the receiver.

3-TCP control algorithms

In this section the main concepts and features of TCP algorithms’ are explained.

3-1-Slow start and Congestion avoidance

Slow-start is one of the algorithms that TCP uses to control congestion inside the network. It
is also known as the exponential growth phase. During the exponential growth phase ,slow-
start works by increasing the TCP congestion window(cwnd) each time the acknowledgment
is received. It increases the window size by the number of segments acknowledged. This
happens until either an acknowledgment is not received for some segment or a predetermined
threshold (ssthresh) value is reached. If a loss event occurs, TCP assumes that it is due to
network congestion and takes steps to reduce the offered load on the network. Once the
threshold has been reached, TCP enters the linear growth (congestion avoidance) phase.
Congestion avoidance is the algorithm that tries to solve the problem with lost packets At this
point, the window is increased by 1 segment for each RTT. This happens until a loss event
occurs[6].The congestion occurs when the rate at which packets arrive at routers is more than
routers can send. In general, there are two indications of packet loss: a timeout occurring and
the receipt of duplicate ACKs[7],see Figure(1).
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Figure(1) Slow start and Congestion avoidance[8]
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3-2 -Fast Retransmit

This algorithm retransmits packet without waiting for retransmission timeout. It uses the
ability of TCP to return the ACK if the packet is correctly transmit. The duplicate ACK can
be generated by packet loss or packet reordering. In the case of a reordering only one or two
duplicate ACK will be generated before the reordered packet is received. Then the next ACK
will be returned with the sequence number of another waited packet[8].Figure(2)shows how
Fast Retransmit is implemented, When three duplicated acknowledgments are received, the
sender assumes a transmission error and retransmits the lost segment. From this point and
until an acknowledgement for new data arrives, every duplicated acknowledgement triggers a
new data transmission. Duplicated acknowledgements are the result of sent data reaching the
receiver and leaving the network. In order to use the resources efficiently, new data is inserted
into the network [9].
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Figure(2)Fast Retransmission[8]

3-3-Fast Recovery

When Fast Retransmit takes place, a flow control algorithm must be applied for slowing
down the normal data flow. Usually, an error recovery consists on applying firstly Slow Start
and then Congestion Avoidance. However, Fast Recovery establishes that Slow Start will not
be used and Congestion Avoidance will be applied instead from the beginning The reception
of duplicated acknowledgements suggest that there is still some data flowing along the path.
So there is no reason to completely stop this flow. Thus it would be better to slow down the
data flow instead of stopping it. Avoiding the use of Slow Start and applying Congestion
Avoidance without closing congestion window completely achieve this [10].

Therefore, the congestion window is closed to half the size it had at the moment of the
error (it was the Slow Start Threshold when performing normally). This fact allows sending
more segments while the usable window remains open. Then, the congestion
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window is enlarged by the size of a segment every time a duplicated acknowledgement is
received in order to keep the usable window open[11]. This is what happens at the Fast
Recovery phase of the algorithm ,see Figure(3).

A

m »  Padetloss , Padetloss , Packet loss
y / /
D
N
N
=
@)
e’
.5 (RN SE—
B I
I
I
I
I
| >
slow | congestion congestion time
start "avoidance avoidance

Figure(3):Fast Recovery[12]

4-TCP flavors
This section illustrates the TCP flavors and how their use of control algorithms.

Algorithms like Slow Start, Congestion Avoidance, Fast Retransmit and Fast Recovery are
the basis for different TCP flavors. Tahoe, Reno and New Reno are TCP versions that use
these algorithms where Taho use Slow Start, Congestion Avoidance, Fast Retransmit, Reno
used (in addition to these algorithms) algorithm of Fast Recovery Problems in Reno TCP
were caused by an early exit of the fast recovery phase. When the fast recovery phase ends,
the congestion window takes the value it had at the time of the retransmission. If several
segments have to be retransmitted, Reno TCP will go in and out of Fast Retransmit and Fast
Recovery, thus dividing the congestion window by 2 every time. New-Reno TCP postulates
that the fast recovery phase shouldn’t end until all the information that had been sent before
and during this phase has been acknowledged . TCP suffers from some performance problems
dealing with bursts of errors. Traditional acknowledgements give little information about the
segments that have or have not reached their destination. This information allows
retransmitting only one segment per round trip time. Besides, the transmitter can create a
situation in which packets that have correctly reached their destination are retransmitted,
when there was no need of doing so. This could happen if the transmitter uses a short
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retransmission time. Moreover, this situation would increase congestion in the
network[13].SACK (Selective Acknowledgements) TCP with SACK is an extension of TCP
Reno and it works around the problems faced by TCP Reno and TCP NewReno, namely
detection of multiple lost packets, and re-transmission of more than one lost packet per RTT.
If there is a segment missing between two other segments, the receiver can acknowledge both
of them. And this would be done without acknowledging the missing segment between them
[14].

5-Related works

In this section, we present some earlier works related to TCP/IP stack performance ,In
2005, G.Kirov[8], build a simulation model of TCP control algorithms, and focuses on the
different control mechanisms implemented by the transmission control protocol(TCP).In
2006, R.LIAO, et.al.[15]Proposed an architectural design optimized for TCP / IP software in
an embedded system, and through the analysis of the speed of TCP / IP and the size of the
memory used in the embedded system achieved a design optimized for TCP / IP interface as
well as achieving resend packets. In 2010 both of J. Xingguo, et.al.[16] built an embedded
Ethernet through a specific design of the system and proposed programs to flow in the stack
Transport Control Protocol / Internet Protocol.In 2011 the researchers G .Singh,
et.al.[17]suggested that the size of the window Transport Control Protocol / Internet Protocol,
where network performance can improve by changing parameter of this Protocol. In the same
year , the researcher H.RiLi[18] studied the principles of TCP / IP and ideas and studied the
case of actual integration with the embedded system devices.

6-The current work

To understand TCPs performance, and to find the best flavor use control algorithms
efficiently which gives the best response time and good CPU utilization of embedded system,
some simulations scenarios were run with OPNET. The simulated model is shown in
Figure(4), This model has two stations (the embedded server and a client) and a packet
discarder, all of these objects connected togather using ppp DS1 link (1.544 Mbps). The
server sends file of data (1600000byte) ,and the client acknowledges. The packet discarder is
configured to cause transmission errors by dropping number of segments(1,5,20) in a group
of scenarios, the setting of packet discarder is shown in Figure(5).From this point ,some
problems can be created to detect which flavor can be able to solve this problem by using
control algorithms .
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Figure(5)packet discarder setting

For the embedded server the chosen value was 100 packet/sec as Datagram
forwarding rate which represents the Number of packets or bytes that are processed by the
"forwarding processor” in one second, and this equivalent tolOMHZ CPU frequency.
Configuring the server performance ( which represents the embedded system)[19].
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7-Statistics and scenarios

7-1- Statistics

There are two basic types of measures: the individual measures applied to an object and the
global measure applied to the network as a whole[20]. In our work we choose from both
types of measures for all object in the model. The measurement taken for server was cpu
utilization. The statistics collected for the client are, download file size  (size of the
response packets received at the ftp application in  this node) download response (sec)
(Time elapsed between sending a request and receiving the response packet for the ftp
application in this node) and Traffic received (average byte per second forwarded to ftp
application by the transport layer in this node .

7-2-Scenarios
This section explains the different scenarios used, Table(1) shows the scenarios used in the

model and the algorithms .

Table(1)scenarios and algorithms

Scenarios Fast retransmit Fast recovery SACK(selective
algorithm algorithm acknowledgmen
ts)
Default TCP NO NO NO
Tahoe YES NO NO
New Reno YES YES NO
Reno YES YES NO
SACK YES NO YES
SACKReno YES Fast recovery for Reno YES
SACKNewReno YES Fast recovery for New YES
Reno

8- Results and discussion

For scenarios mentioned in Table (1),it has been studying and analyzing the impact of
the packets loss (1 packet loss, 5 packets loss and 20 packets loss)on different TCP flavors
and find in each case which of these flavors achieve less download response time and also
recorded best CPU utilization.
Case 1: No packet loss
When there are no packets loss, all the flavors behave similarly in dealing with the transfer of
data and Figure (6) illustrates how all the flavors receive the same amount of bytes in same
time.
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Figure (6) traffic receive (byte/sec) in as set of TCP flavors

Case 2 : 1 packet loss

In this case the packet discarder have been prepared to loss 1 packet ,Figure(7)
compares among the seven scenarios which reported in table(1)and show their effect on
download response time .It is clear that Reno achieve less download response.
Fast Retransmit and Fast Recovery algorithms seemto work well when only
one packet is lost. But, as we will see later, some problems arise when losses of multiple
packets happen. This is the reason for the existence of different flavors of TCP, some of them
use these algorithms and others don’t, in order to improve their performance in different
situations. For example, Fast Retransmit and Fast Recovery working together optimize TCP’s
performance when only one segment is lost .Thus, this implementation could be useful when
TCP is working in a reliable network with short bursts of errors and low BER, causing only
one packet to be lost.
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Figure(8)CPU utilization in case 2

Case 3: 5 packet loss
At this stage, packet discarder has been set for negligence 5 packets and Figure(9)
explains the download response time for the seven scenarios, In this situation the
differences are apparent in times and the reason is the increased loss and how to handle loss
effect by the control algorithms and also CPU impact on those algorithms. SACK(selective
acknowledgements)option alone without using Fast Retransmit and Fast Recovery
algorithms ,records least download response time and also SACKReno(which use Fast
Retransmit and Fast Recovery for Reno)records the same value ,followed by
SACKNewReno then NewReno and Tahoe (differences slight between them) , default and
finally Reno which records worst response in this case ,This can be explained as , that in each
case of multiple losses , the algorithms(Fast retransmit and Fast recovery) cause to make the
congestion window to the half of its size for every packet loss, This sometimes causes the
window to become zero , thus blocking the communication and forcing the retransmission
timeout. So the only event that can trigger the retransmission is the retransmission timer
expiration.
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Figure(10) CPU utilization in case 3

As obviouse from Figure(10)SACK performs better than the rest of the flavors and this
means that it was well-exploitation of resources. NewReno did not achieve the optimal
exploitation of CPU while SACK reached 100% meaning it is completed file transfer
successfully, quickly while NewReno is still in the file transfer stage.Reno as appeared clear
that he suffered from a sharp decline and this is because of its inability to address, file transfer
process.

Case4: 20 packets loss

In this case the loss was increased to 20 Packets, here the differences between the
flavors will appear dramatically and will show the ability of algorithms to deal with the loss
under harsh conditions.The download response times from lowest to highest is similar to the
state in 5 packets loss but with larger differences between Tahoe and NewReno, see
Figure(11). In fact, SACK achieves faster response because it requires that segments not to be
acknowledged cumulatively but should be acknowledged selectively. Thus each ACK has a
block which describes which segments are being acknowledged. Thus the sender has a picture
of which segments have been acknowledged and which are still outstanding.
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Figure(11) download response time(sec) in case 4
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Tahoe does not apply Fast Recovery in order to avoid the problems described
previously, Figure(12)show that Tahoe work best than NewReno, When this flavor is used,
Fast Retransmit is the only algorithm applied. This means that Slow Start and Congestion
Avoidance will be working when recovering from an error, this explains that the response
time of Tahoe is less than Reno in cases of higher loss. Tahoe performs better than Reno in
this situation. But, if only one packet is lost, Reno would take advantage of fast Recovery.
When only one packet is lost, Reno only closes the congestion window once and doesn’t stop
the transmission and sends data every time a duplicated acknowledgement is received. That

gives a significant saving of time in comparison with Tahoe .
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Figure(12) CPU utilization in case 4
The minimum download response time(sec)in the cases of packets loss is as stated in

Table(2):
Table(2) download response time(sec) for the 4 cases of packets loss
Cases download response Best TCP flavors
time(sec)
Casel:No packet loss 18.3091 Reno
Case 2 : 1 packet Loss 18.5591 SACKTCP
Case3 : 5 packets Loss 18.56911 SACKTCP
Case4:20 packets Loss 18.649111 SACK TCP

For the case 4,

the best to the worst .
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and to show the CPU impact on the performance, the datagram
forwarding rate was changed to 5000, (equivalent to 500 MHZ), the results shown in
Figure(13) ,which prove that the CPU has a positive impact on the download response time,
are become10.3196 sec however the TCP flavors have the same order (as in Figure(11)) from
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9-Conclusion

This paper studies different TCP mechanisms for data transmission control in embedded
systems. Simulation models have been run in order to clarify the differences among TCP
flavors using OPNET package. Some remarks could be extracted after analyzing simulation's
results. The packet loss rate affects seriously on the different flavors, for example Reno
performed well in 1 packet loss but it performs badly in other cases of higher loss which was
treated using SACK option. On the other hand, SACK TCP achieves the best performance
when the loss is more than 1 packets. Regarding CPU utilization in the cases of (5 and 20
packets) loss, it is clear that Reno has achieved worst performance among other TCP flavors
from recovery time point of view. Finally, changing the datagram forwarding rate to 5000
packet/s, (equivalent to 500 MHZ CPU), gives a better download response time, however the
performance of the TCP flavors were the same as mentioned earlier.
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Abstract

Due to the rapid growth of the Internet, the IPv4 address space will be depleted in
the end of 2013. To overcome this limitation, a new alternative version of Internet
Protocol has been invented that is called the Next Generation of Internet Protocol or
simply (IPv6). In order to solve the packet header incompatibility problem between IPv4
and IPv6 at the migration time, RFC defines the following types of transition
mechanisms: Dual Stack, Tunneling, and Translation. As a higher educational
environment, the University of Mosul network have to be transited to the new version in
the near future. In this paper, the dual stack and the tunneling mechanism have been
investigated to be applied for Mosul university network. The study is carried out using
OPNET Modeler simulator and applying services such as internet connectivity, internal
HTTP and E-mail browsing, database access, and video conference. The best mechanism
to be used is selected by considering the topology of the university network and by
evaluating the end to end delay, throughput, video delay, video delay variation, and
CPU utilization. The results give preference to the dual stack to be used when it is
possible and 6-to-4 tunnel when it is necessary.

Keywords: 6-to-4, Dual Stack, IPv4, IPv6, OPNET, Simulation, Tunnel.
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I.Introduction

With the rapid growth of the Internet, the 4.2 billion address space of 32-bit IPv4 has
been exhausted due to the increasing in the number of devices on the internet. To overcome
this problem of depletion, a number of solutions are suggested. One of the solutions was the
Classless Inter-Domain Routing (CIDR) which is a method to decrease the growth of routing
tables within the internet and the exhaustion of IPv4 addresses consequently. Another solution
was the using of Network Address Translation (NAT) in which one network device assigns a
public address to computers inside a private network. The third solution is the using of
automatic addressing (DHCP). These three techniques did not solve the address exhaustion
problem, but only delayed it [1]. Unfortunately, in February 2011, IANA's pool of IPv4
addresses was depleted [2], and the expected depletion date for IPv4 address is the end of
2013. Hence, the IPv6 addresses will have to be assigned [3]. IPv6 has 128-bit address length
which provides up to 2'?® or 3 x 10® IP addresses. Moreover« there are many other
advantages of IPv6 compared to IPv4 such as auto-configuration and renumbering, new
datagram format, better support for quality of service, better security support, mobility
features, and modernized routing support [4]. Generally, the transition to IPv6 for Mosul
University network will permit to make use of all services and advantages involved in this
version for this network.

With this trend, major Internet Service Providers (ISPs), networking equipment
manufacturers (Cisco, D-link, ...etc.), and web companies (Google, Yahoo, ... etc.) around the
world enabled IPv6 for their products and services on the 6™ of June 2012, which is called
World IPv6 Launch Day [5]. After enabling IPv6, some networks will be using IPv4 and
others using IPv6. For communication to be successful, a mechanism needs to be defined in
order to solve the packet header incompatibility problem between IPv4 and IPv6 at the
migration time. So that, the following types of transition mechanisms are defined: Dual Stack,
Tunneling, and Translation [6].

Il. Related Work

Number of papers have been published in this field. Yao-Chung Chang, Reen-Cheng
Wang, Han-Chieh Chao, and Jiann-Liang Chen determined the data delivery efficiency of
6to4 tunnel, configured tunnel, and tunnel broker mechanisms in a real network [7]. V.
Visoottiviseth and N. Bureenok, performed a comparison between different popular operating
systems such as Windows 2003, FreeBSD 5.3, and RedHat 9.0 when the ISATAP tunneling
mechanism is applied. The test results gave preference to RedHat 9.0 followed by FreeBSD
5.3 and then Windows 2003 [8]. D. Shalini Punithavathani and K. Sankaranarayanan
presented configured tunnels, 6to4 tunneling, and tunnel broker transition mechanisms in
different networks. The 6to4 showed better performance in latency and throughput than those
of the configured tunnel and tunnel broker mechanisms. In the contrary, 6to4 mechanism had
greater overhead, than the other two mechanisms, which required higher CPU utilization in
the border router [6]. Sh. Narayan, S. Tauch measured the performance of configured tunnel
and 6to4 tunneling in MS Windows Server 2003 and MS Windows Server 2008 [9]. The
researchers M. Aazam, |. Khan, M. Alam, and A. Qayyum implemented two tunneling
mechanisms; Teredo and ISATAP on real testbed consisting of five to six devices running
Microsoft Windows (MS Windows XP and MS Windows Server 2003) and Linux operating
systems [10]. M. Adeel, M. Syed, S. Hussain Shah, I. Khan, and M. Alam, addressed 6to4 and
ISATAP tunneling mechanisms [11]. N. Bahaman, Anton Satria Prabuwono, R. Alsaqgour,
and M. Zaki Mas'ud experimented the performance of Tunneling Mechanism and then
compared them with native IPv4 and IPv6 [12]. Se-Joon Yoon, Jong-Tak Park, Dae-In Choi,
and Hyun K. Kahng wrote a paper concentrated on an experimental work based on Linux
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Operating system as a test bed. The 6to4, ISATAP, and 6RD techniques were configured, and
the performance of each mechanism was tested using both TCP and UDP protocols [3].
Sheryl Radley, D. Shalini Punithavathani, and L.K Indumathi, implemented the main three
mechanisms: Dual Stack, Tunneling, and Translation. The experiment output recommended
the tunneling mechanism which had higher throughput than the others [13].

This researches focuses on the implementation of dual stack and the tunneling
mechanisms in Mosul University campus IP network which is considered as a good example
for higher educational environment to be improved. The study has been carried out using
OPNET Modeler simulator by applying such services provided by the university like the
internet connectivity, internal HTTP and E-mail browsing, database access, and video
conference.

The rest of the article is organized as follows: Section Ill contains a background on
transition mechanisms, Section 1V discusses design and deployment of university IPv6
network¢« Section V outlines the simulation method used in this research. The results are
presented and the findings are discussed in Section V1. Finally, the research is concluded.

I11. Transition Mechanisms

The full deployment of IPv6 is inevitable, which requires upgrading all the applications
and the intermediate and end user devices As well as the DNS, DHCP and other servers in
order to support this new address version [14]. This complex transition process or full
deployment should be progressive and smooth especially for a big and complex network such
as the internet or any other wide network during a short period. Consequently, the transition
will take a number of years, which means the coexistence of some networks operating with
IPv4 and others operating with IPv6. This integration and coexistence need to be well defined
and planned. As a result, the Internet Engineering Task Force (IETF) defines a number of
mechanisms for supporting interoperability between IPv4 and IPv6 in order to make the
transition to IPv6 easier. Two of the transition mechanisms are discussed in the following
lines.

1. Dual stack mechanism

The most popular method used to implement IPv6 is the dual stack technique, specified
in IETF RFC2893, that includes two protocol stacks working in parallel and allowing
network devices to support the transport of both IPv4 and IPv6 packets and communicate via
either IPv4 or IPv6 as illustrated in Fig. (1). In end systems, IPv4 applications and services
use the IPv4 stack, and IPv6 applications use the IPv6 stack. However, The appropriate stack
is selected based on the version field of IP header for receiving, and on the destination address
type for sending. The types of addresses are selected in response to the types of DNS records
returned [6].

Transport and
application layers

IPv4 IPv6

L Underlying J
LAN or WAN
’7 technology —I

To IPv4 system To IPv6 system

Fig. (1) Dual Stack Technique [15]
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2. Tunneling

Another transition to IPv6 is using tunnel technique. Tunneling methods are used to
connect two or more IPv6 islands with other IPv6 islands through IPv4 networks by
encapsulating IPv6 datagram into IPv4 while IPv6 datagram entering IPv4 network [3]. Fig.
(2) illustrates this mechanism [15].

IPv4 header
IPv6 header

Payload
IPv6 header IPv6 header
IPve Payload O Tunnel ) Payload IPv6
host host
= = = = =
IPv4 region

Fig. (2) Tunneling Technique

I. Manual tunnel

Manual or static tunnel is equivalent to a permanent link between two IPv6 networks
and used to interconnect isolated IPv6 networks through an IPv4 internet when just a few
tunnels are needed in case of connecting a few large IPv6 networks in which the networks
topologies are static and well known. The end points address of the tunnel are configured
manually, and the routing decision to direct packets into the tunnel is done via a routing table
in the tunnel endpoints based on their destination address. Worth mentioning, this technique
differs from the 6to4 technique in that border routers in manual tunnels need to be dual
stacked which is unnecessary in 6to4 tunnels [16].

Ii. 6-to-4 Tunnel

6-to-4 is an automatic tunnel mechanism, specified in IETF RFC 3065, used to
interconnect isolated IPv6 domains through an IPv4 internet automatically with minimal
manual configuration. Automatic tunneling in this mechanism is done by having a 6-to-4
router in the border of the IPv6 network connected to the IPv4 Internet. The prefix of the IPv6
addresses assigned to the host within its IPv6 network consists of the default portion 2002::
plus the IPv4 address of the border router interface connected to IPv4 Internet. Thus, IPv4
tunnel endpoints can be extracted from 6-to-4 1Pv6 address [16].

IV. University IPv6 Network Design and Deployment

The IP network of Mosul University has been established since 2004. The stared
campus network provides the internet service with bandwidth of 40 Mbps and other services
to all the departments and buildings via 1 Gbps underground fiber optic cables spread around
the campus. The buildings subnets are separated into VLANs -VLAN for each building- and
connected with each other via a backbone or core switch (Cisco 6509 switch), while the
devices within the buildings subnets are connected to a central or main switch (Cisco 2950 or
3750 switch) as shown in Fig. (3). A 2811 Cisco router is used to connect the whole network
to the internet. Also 8 IP cameras are added to record live video through a recording server. In
addition to this server, six servers are dedicated to provide common services: four local
servers provide database access, internal Email, university forum browsing, and 1 Mbps
bandwidth of video conference between only 4 clients; and two remote servers connected over
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the internet provide HTTP and Email services and FTP service respectively as shown in Fig.
(4). Also an arbitrary router (not shown in the figure below) is assumed to represent the edge
router of the other IPv6 island. Fortunately, all the network devices mentioned support IPv6
protocol and no hardware upgrade is required in the meantime except the 10S release of the
Cisco 2811 edge router. Mosul University campus map has been captured using satellite
snapshot and used as a background for the simulation as shown in Figure (5).
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Fig. (4) Simulated remote site topology
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Fig. (5) Simulated Mosul University Campus Network

V. Simulation

There are a number of methods used to test the performance of the networks. The most
widely method used is to simulate these networks in order to help in applying different
topologies and configurations and carrying out different performance related studies in order
to aid its real implementation and consequently eliminate the need for hardware
implementations and try and error series [17]. Simulation can be done using one of the
simulation programs, such as: NS3, OMNeT++, and OPNET. In this simulation, the last one
has been chosen to simulate this study due to the IPv6 features limitation in other simulation
programs [18]. This simulation is modeled as follows: in dual stack, all the nodes except the
IPv4 local ISP have been assigned two versions of Internet Protocol; IPv4 and IPv6 with
native IPv6 prefix. In 6to4 tunneling, all the university nodes have been assigned only 6to4
IPv6 addresses with 2002::/16 prefix appended with the hexa format of the public 1Pv4 of the
edge router. And the remote site has only native IPv6 addresses with anycast address assigned
to the edge router working as a relay between the local IPv6 island and the remote IPv6 island
or IPv6 internet. Also in the last method, all the local and remote sites have been assigned
only native IPv6 addresses. Two routing protocols have been enabled in IPv4 and IPv6
interfaces; RIPv2 and RIPng. In addition to that, in 6to4 scenario two static routes also have
been configured; a route of 2002::/16 to forward all the traffic destined to another 6to4 site via
6to4 tunnel and a route of ::/0 to forward all the traffic destined to all other IPv6 sites (or
native IPv6 sites) also via 6to4 tunnel and set the gateway router interface (normal or anycast
address) as the next hop. Two tunnels are configured in the university edge router; 6to4 and
manual.

For each mechanism, the sample mean of the results is evaluated then the number of
users is increased by 500 users with each simulation starting with 1000 users as per minimum
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number of online users in the university network and then the results are plotted using the
statistics values versus the number of users.

In all of scenarios, the information about simulation configuration is left as default. The
first application startup time is chosen to be 30 sec after the starting of simulation in order to
have more accurate, stable results. Also all the applications generating heavy traffic start
serially except the IP cameras and video conference which start simultaneously with other
applications. All the simulations run for 15 minutes and implemented with OPNET Modeler
14.5 [19] running on a DELL laptop with Windows 7, Core i3 1.7 GHz with 4GB of RAM.

V1. Simulation Results and Discussion

In this study, the network performance using dual stack and tunneling mechanism is
measured and analyzed by applying the systems to the test-bed illustrated in Fig. (5). The
performance was evaluated based on certain parameters such as throughput, end to end delay,
Video delay, CPU utilization, and video jitter. These parameters are selected keeping in mind
the attributes related to the advantages and disadvantages of each mechanism and the features
of each service. The simulation results are presented as follows:

1) End-to-end delay

End-to-end delay refers to the time taken for a packet to be transmitted across a network
from source to destination. The results of the End to End delay test for the different network
configurations are shown in Fig. (6) below. From this figure, it can be drawn out that an
increased number of connections leads to increased delay due to the increment in the amount
of traffic. Also the results show that the dual stack performs slightly better than the other two
mechanisms because of the addition work of encapsulation that delays packets forwarding.
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Fig. (6) End to End Delay
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2) Throughput analysis

Throughput is the number of bit/packets transmitted per second/time slot. Here the
throughput of the link between the university and the local ISP is measured. From the next
graph, it is obvious that the throughput generally increases almost linearly as the number of
users increases because the increments in the number of users are equal in each simulation
stage. Regarding the comparison for both the download and upload throughput, the
transferred data (throughput) of 6to4 is consuming a high bandwidth in comparison with the
other two methods that consumes less bandwidth with fewer amounts of transferred data.
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Fig. (8) Upload Throughput
3) Video delay

It is the time taken to send a video application packet to a destination node application
layer. In other words, it means the amount of time between when you move and when the
person you're talking to sees your movement. Nowadays, internet users are not only limited
with browsing and searching data. Current users are well aware of voice chat, video
conferences, and online video gaming. This kind of communication needs real time data
transfer for quality of service. End to End delay is one of the most important things when
dealing with video performance analysis and stability. Fig. (9) shows the video delay of this
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network for three transition mechanisms. Unfortunately, it cannot be drawn out which is the
best one among these three methods. These results are due to the fact that the video traffic is
within the network and since the internal IPv6 network is similar in the three scenarios;
however, the dual stack surpasses in most of the results parts.
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Fig. (9) Video Delay

4) Video delay variation

Also in this paper, video delay variation is considered as one of the performance metrics
that is computed in the simulation. It can be evaluated as follows: If two consecutive packets
leave the source node with time stamps T1 & T2 and are played back at the destination node
at time T3 &T4, then:
Video Delay Variation = (T4 - T3) - (T2-T1) 1)
It can be seen from Fig. (10) that video jitter of the three mechanisms is similar, but it is
somehow less in 6to4 and dual stack than that of manual tunneling.
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5) CPU utilization

CPU utilization is known as the percentage of CPU usage time taken by a running
process. In this study, CPU utilization at the edge router of the university network side was
measured.

The results from Fig. (11) show that the 6-to-4 mechanism makes the greatest CPU
utilization compared to the other two mechanisms. The reason behind that is the network edge
router has to do much more routing work and encapsulation for every packet sent or received.
A higher CPU utilization of a process corresponds to a higher load on the system.
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VI11.Conclusion

In this work, and to prepare for transition to the IPv6, Mosul University IP network has
been simulated using OPNET Modeler. IPv4 to IPv6 transition methods including dual stack
and tunneling mechanisms are investigated and implemented in order to facilitate the
communication inside university network as well as with the IPv6 internet. The performance
of dual stack and tunneling are evaluated by testing the end-to-end delay, throughput, video
delay, video delay variation, and CPU utilization. From our performance results, it can be
drawn out that the dual stack has some advantages over the other two. Also, this mechanism,
besides its setup simplicity, does not require tunneling within the campus network which is
not possible to be implemented due to the current network topology. Moreover, DSM runs
both IPv4/IPv6 protocols alongside each other and have no dependency between them.

Briefly, the results give preference to the dual stack to be used when it is possible and 6-to-4

tunnel when it is necessary.
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A Fractional Wavelet Transform for Wireless Multimedia Sensors
With Reduced Boundary Artifacts
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Abstract

Wavelet-based algorithms are increasingly used for satellite, communication and
network transmission of images. Although wireless multimedia sensors are widely used
to deliver multimedia content, their computational and memory resources are still
limited to perform a multi-level wavelet transform. Recently, fractional wavelet filter
technique became an interesting solution to reduce communication energy and wireless
bandwidth, for resource-constrained devices (e.g. digital cameras), but that is achieved
at the expense of the image quality. In this paper, a modified fractional wavelet
transform is proposed to reduce boundary artifacts caused by fractional segmentations.
The average of the last and first rows of any two overlapped successive fractions is
obtained and located in a single row (first row of the next fraction) at the fraction
boarder. This technique produced a better image quality after image reconstruction.
Applying such technique on different types of images using 9/7 and 5/3 wavelet filters,
results in a promising performance.

Keywords: 2D-DWT, Fractional wavelet, CDF 9/7, VSNs, Blocking artifact.
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1. Introduction

Nowadays, digital media services are found in many applications, therefore the demand
of good quality images is increasing rapidly, but it is known that a higher quality may require
larger sizes of images. A problem can be faced when there is no enough device storage or
when sending these images throw limited bandwidth networks or even using limited resources
cameras in distributed system, i.e., with the use of low cost cameras. These cameras are
widely utilized for a variety of monitoring applications, such as security systems, video
surveillance, object detection, environmental monitoring, traffic avoidance, etc. [1]. These
applications make use of camera modules capturing a flow of images; process them with
minimum amount of computations and transfer image information or the image itself to the
network server.

Wireless Multimedia Network Sensor (WMSN) technology was emerged due to the
production of cheap CMOS (Complementary Metal Oxide Semiconductor) cameras which
can acquire rich media content from the environment like images and video [1]. Availability
of low-cost CMOS cameras created the opportunity to build low cost Visual Sensor Networks
platforms able to capture, process, and disseminate visual data collectively [2]. Their design is
still challenging due to the size of images captured by a camera. That because the
computational and memory resources of network camera sensor nodes are typically very
limited, as the employed low-energy microcontrollers provide only hardware with limited
operations and have very limited random access memory (RAM) size, processors power, and
memory access speed. These limitations can prevent the application of modern signal
processing techniques to pre-process the collected sensor data for energy and bandwidth
efficient transmission over sensor networks [3], therefore several well-known image
compression schemes are developed to reduce image size. Such compressions will help in
reducing data traffic in sensor networks.

Wavelet-based methods are valuable solutions in the cases where strict constrains on the
construction is needed, since wavelets provide accurate and excellent enough tool to
approximate the functions, datasets and signals. This is possible because, most datasets have a
correlated frequency and time (or spatial) domains [4]. The problem of memory consumption
may restrict many images processing application. Wavelet transform is one of the best image
compression techniques, but it still consumes memory resources. Since memory use and
execution time of the DWT computation grow linearly with the image size, even high-
performance workstations with plenty of memory can find it difficult to deal with the wavelet
transform of large-scale images that are used in some fields such as in a geographical
information system (GIS), where large digital maps are handled [5]. One major difficulty in
applying the discrete two-dimensional wavelet transform is the need for large memory.
Implementations on a personal computer (PC) generally keep the whole source and/or
destination picture in memory, where horizontal and vertical filters are applied separately [6].
For limited memory devices this operation can create a problem for large size images, which
may seriously affect memory-constrained devices. A solution to save memory resources is to
get rid of wavelet coefficients as soon as they have been calculated. With such approach, all
decomposition levels can be computed simultaneously, while discarding non-significant
coefficients (they can also be compressed, saved or processed according to the purpose of the
wavelet decomposition) [5].

Line-based algorithm was proposed to use lines in decoding, the memory used for
coefficients can be released and more lines can be read. In the next step, the order of the
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coefficients is rearranged with some extra buffers to allow efficient use of memory in both
encoders [7]. A block-based implementation of the DWT was also used in order to match with
block-based encoders and to reduce the memory usage of the wavelet transform [8]. A general
recursive algorithm was proposed on PC computers in [5] to compute the DWT in a line-
based fashion to reduce memory and cache sizes.

Recently, the fractional wavelet filter was presented by S. Rein and M. Reisslein [3].
Bio 9/7 Wavelet transforms in convolution form and lifting scheme were used on a low-
memory digital sensor. They explained how to compute a fractional wavelet transform with
fixed-point arithmetic. They treated such fractional transform as the basis for its efficient
integer-based computation on a microcontroller.

In this paper, two implementations of three wavelet algorithms (traditional, fractional
and modified fractional) are presented by means of a simple filter bank, using wavelet 9/7 and
5/3 filters. The rest of this paper is arranged as follows: Section 2 contains a brief review of
discrete wavelet transform. Section 3 describes image boundaries problems. In Section 4,
fractional wavelet transform is presented, while Section 5 describes the proposed modified
fractional wavelet transform. In Section 6, some results and discussions are given. Finally,
Section 7 concludes this paper.

2. Discrete Wavelet Transform

Discrete Wavelet Transform (DWT) can be viewed as a multi-resolution decomposition
of a signal. In general to perform forward DWT which also called the (analysis) operation, the
set of signal samples is passed through low-pass and high-pass filters by convolution
operation. The output is then down-sampled by factor of two. The down-sampled low-pass
output represents a low-resolution version of the original set that contains its half resolution.
Such down-sampled output will be used to construct the next level. On other hand, the down-
sampled high-pass output represents a residual version of the original set that is needed for the
perfect reconstruction (synthesis) of the original set [9]. Both analysis and synthesis structures
are shown in Figure 1 with L and H as Low pass and High pass decomposing filters,
respectively, L and H as Low pass and High pass reconstructing filters, respectively, S as the
original signal and S’ as the reconstructed signal. In this paper, wavelet 9/7 and 5/3 filters are
examined, since they are usually selected as inclusion in the JPEG2000 standard [10]. In the
following two subsections, explanations of these filters are given.

] H

-

L

[
L

. L I
Analvsis L | Svynthesis
Decomposition Wavelet Reconstruction

Coefficients

Figure (1): DWT decomposition and reconstruction.
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2.1. Le Gall 5/3

A wavelet Le Gall 5/3 Transform has 5 and 3 taps in the low and high pass analysis
filters, respectively [10]. It uses the shortest scaling bio wavelet filters [4]. The 5/3 filter
allows repetitive decomposition and reconstruction of an image without any loss. Of course,
this is true when the decompressed image values are not clipped when they fall outside the
full dynamic range (i.e., 0-255 for an 8 bit image) [9]. The analysis filter coefficients for the
such filter used for the dyadic decomposition are given in Table 1.

Table 1 Le Gall 5/3 Analysis and Synthesis Filter Coefficients, [10]

Analysis Filter Coefficients Synthesis Filter Coefficients
ndex Low-pass Filter | High-pass Filter | Low-Pass Filter | High-Pass Filter
i L(i) H (i) L'(i) H'(i)
0 0.75 1 1 0.75
+1 0.25 -0.5 0.5 -0.25
12 -0.125 -0.125

2.2. Daubechies 9/7

The popular CDF9/7 filter bank developed by Cohen, Daubechies and Feauveau
possesses linear phase and excellent image compression performance. The CDF 9/7 filter
banks wavelet is one of the most widely used wavelet in the image compression applications
[11]. The analysis filter coefficients for the such filter used for the dyadic decomposition are
given in Table 2. The analysis low-pass filter has 9 coefficients, while the synthesis filter has
7 coefficients [10].

Table 2. Daubechies 9/7 Analysis and Synthesis Filter Coefficients, [10]

5 Analysis Filter Coefficients Synthesis Filter Coefficients

5% Pass Filter hL(i) High Pass Filter hH(i) Low-Pass Filter gL (i) High-Pass Filter gH(i)
0 | 0.6029490182363579 1.115087052456994 1.115087052456994 0.6029490182363579
+1 | 0.2668641184428723 0.5912717631142470 0.5912717631142470 0.2668641184428723
+2 | -0.07822326652898785 | -0.05754352622849957 0.05754352622849957 -0.07822326652898785
+3 | -0.01686411844287495 | 0.09127176311424948 | -0.09127176311424948 | 0.01686411844287495
+4 | 0.02674875741080976 0.02674875741080976

3. Image Boundaries

For any mode of signal processing implementation, the signal should first be extended
periodically. This extension is used for the filtering operation to ensure that it takes place at
both boundaries of the image in case the image or the filter being with odd length. Thus the
number of additional samples required at the image boundaries is filter length dependent [12].
The substantial difference between the value of the border coefficients leads to coefficients of
large amounts in the high frequency sub bands. These differences decrease the compression
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efficiency and introduce artifacts at the boundaries since the reconstructed pixel values
depend on the values of the coefficients from outside.

This problem is a usual in fractional wavelets, since a small portion of the image is only
processed each time and has to be extended. Thus artifacts at the boundaries of such portion
are a dominant. In this paper, a modified fractional wavelet is proposed to reduce such
artifacts. In the two sections, the traditional and the modified Fractional wavelet transforms
will be discussed.

4. Fractional Wavelet Transform

In general, traditional compression algorithms are not applicable for current sensor
nodes, since they have limited resources. Basic reasons from this are algorithms size,
processors speed, and memory access [13]. In addition, the problem of energy consumption
reduction for wireless sensor networks is addressed for sensors that has limited power and
acquires data that should be transmitted to a central node. Traditional wavelet transform
implementations require the whole image to be buffered, keep the entire source and/or
destination image in memory. For example, the uncompressed color map of an areas of size
(581 000 square meters approx.) needs more than 1.6 Terabytes to be stored (with scale 1
pixel /1 square meter). If a DWT-based coder is used, a prohibitive amount of memory to
perform the regular DWT computation is needed [5].

While filtering in the horizontal direction is very simple and requires only a single row
to be read each time, filtering in the vertical direction requires the whole image to be read,
which is more cumbersome [5]. Concerning memory accesses, each pixel is read and written
twice [14]. Assuming that an N*N-sized image is to be compressed, a memory space of size
(2N?) pixel is needed during the first 2-D level transformation to store the temporary data
after the first and second 1-D DWT stage decomposition. This leads to four output subbands
(HH, HL, LH and LL) as shown in Figure 2. For the next 2-D level, only LL subband will be
used, so it must be kept in the memory.

The line-based wavelet transform is applied to overcome the problem of memory
limitations, providing exactly the same transform coefficients as the traditional wavelet
transform implementation. In order to keep in memory only the part of image strictly
necessary (i.e., LL subband of even less) to reduce the amount of memory required [3][6]. But
because the line-based wavelet requires long time to execute each line individually, the
processing is too long. A solution for this problem is fractional wavelet that was proposed in
[3] to fraction the image to 9 lines to be processed together using filter 9/7 on images of N?
size. This proposal was introduced to reduce the transpose computing latency which is the
problem of line-based method. The main advantage of fractional algorithms is their lower
memory requirements compared with the regular wavelet transform. There is no need to read
the whole image. As soon as the image is captured, the processer can directly start work on it
and only some portion of the image may be kept in memory.

1-D |—» 8 —* 1-D
Horizontal L|H Vertical
DWT - >  DpwT

Transpose Memory

Figure (2): 2-D DWT transforms operation.
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In the fractional implementation of [3], the buffers of the first level wavelet transform
contain 9 lines from original image width to store image coefficients. The width is then
halved at every level. Instead, a new splitting scheme is used in this paper with a buffer of
size (8*M) to process images of any size (N*M). Since image sensors usually capture images
in even dimensions, 8 lines is used to reduce image reading latency. DWT is applied on 8
lines in each step. The first destination buffers is of size (4*M) that form rows for LL & HL
subbands and another destination buffer of size (4*M) for LH & HH subbands. These three
buffers are updated each 8 lines with the new input lines that are stored in SD-RAM or in
external flash memory. By this method, a memory or a cash requirement for image processing
will be of N/8 lines instead of N lines. That allows large image size processing as long as
there is no need to keep the whole image in memory. Such algorithm will reduce required
potential of the memory, CPU and power energy of digital devices or the camera sensors [3].
It also reduces the traffic on a limited bandwidth network when sending the image fractions as
packets instead of sending the whole image. Then the server can collect and arrange these
fractions to reconstruct the original image. In spite of that the even size adopted in this paper
iIs compatible with the most camera sensors' sizes; the resulting images still suffer from
fraction boundary artifacts (blocking effects). Thus, a modified fractional wavelet transform is
proposed and to be discussed in the next section.

5. Modified Fractional Wavelet Transform

It is known that there are two general approaches to reduce blocking effects. In the first
approach, the blocking effect is dealt with at the encoding side using overlapping schemes.
The second approach uses some post processing techniques at the decoding side to improve
the visual quality of the reconstructed image [14].

Applying fractional wavelet have some effects on image quality, because wavelet
transform is applied on a fraction of an image each time, then all fractions are combined to
form the complete the constructed image. For multi-level wavelet and after image
reconstruction, the fraction boundary can highly be noticed. A solution of this problem is
proposed to use the average of the last line in the current fraction with the first line of the next
fraction. This process which is applied on each two successive fractions will help in
smoothing the edges and reducing the boundary artifacts of between successive fractions.
Figure 3 shows the framework of the modified fractional wavelet transform. This solution
leads to good image quality, since it reduces the blocking effects without degradation of the
image details. From the test experiments and to achieve better image quality, the proposed
(fraction) block-boundary filtering strategy has been applied during the decomposition
process.

f:::::::::::::::::::::::'if Average of
8 line Fraction i |: line 8 of
fraction i and
innnnnnninnigline8 o o ine g of
; 3 >| fraction i +1
i EE4 Line 1 is replaced at : i
‘ 8 line Fraction i+1 l line 8 of 8 line Fraction i+1
fraction i : :
INPUT OUTPUT

Figure (3): Modified fractional wavelet transform.
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6. Results and Discussion

In this paper, traditional wavelet, fractional wavelet and modified fractional wavelet-
based decompositions are implemented on some gray images with different sizes and
decomposition levels. The performance evaluation of the used methods outputs is based on
visual evaluation and on objective measures by computing the Peak Signal to Noise Ratio
(PSNR) between original image f and reconstructed image g [12].

2552
PSNR =10. Ioglo[M—SEj 1)
where
MSE=miZjZ_:(f(i,J)—g(i,j)) (2)

Typical wavelets are applied on images of sizes N*N. In this paper, images with
different sizes (N*M) are used by applying symmetric extension on the boundary. In general
there will be discontinuities at this boundary. Test images from different categories (real time
images, natural images, standard test images) can be used. Figures 4 shows the result of
applying level 2 wavelet 9/7 decomposition on two standard test 229*255 pixel sized image
"Bird.jpeg" and images 512*512 pixel-sized image "Boat.png". Figures 5, 7, 9 and 11 show
the PSNR values and Figures 6, 8, 10 and 12 show the execution time, using traditional,
fractional, and the proposed modified fractional wavelet-based decompositions with different
levels (1 to 7) on the mentioned images using the boi-filters 5/3 and 9/7, respectively.

Figure (4): Results of applying level 2 wavelet 9/7 on image "bird.jpg" and image
"boat.png".
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From the given figures we can observe that:

e Wavelet 5/3 has the best quality image with no error. Its execution time is faster than
wavelet 9/7.

e Fractional and the proposed modified fractional wavelet filter achieve a little higher
execution time with lower image quality as compared with traditional wavelet. In spite
of that their quality still can be accepted when using small RAM size or standard flash
memory (SD card, less than 1M byte) on low cost cameras, or even using PC
computers to process large maps and image sizes that are used for urban and GPS
systems, where each fraction needs N/8 memory size .

e The proposed modified method reduces boundaries artifact and gives better image
quality compared to fractional wavelets, but with a very little higher execution time.

7. Conclusions

A modified wavelet transform has been presented and tested on different images to
serve for low cost camera sensors with limited memory sizes. The performance of the
resulting images has been given highlight the objective of the proposed fractional wavelet
techniques .It has been noticed that the proposed modified fractional wavelet can be adopted
as an alternative solution for the fractional wavelet transform get rid of its artifacts with
accepted image quality.

It should be noted that the modified fractal wavelet transform can be applied to different
images with different sizes. Such modified algorithm has been applied on two stages of
wavelet transform (decomposing and reconstruction). In addition, it has been noticed that the
difference between the PSNR values of the fractional and modified fractional wavelet
increase with the increased decommission level.
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Performance Study of Wireless Sensor Network (WSN) For
Voice Transmission Applications

Qutaiba I. Ali Akram A. Dawood
Computer Eng. Dept., College of Engineering, Mosul University — Iraq.

Abstract:

A wireless sensor network consists of spatially distributed autonomous sensors to
cooperatively monitor physical or environmental conditions, such as temperature, sound,
vibration, pressure, motion or pollutants. In this paper, we will design and implement a
simulation model for voice transmission over WSN (VoWSN) using Bluetooth focusing on
the physical layer parameters affecting its performance. MATLAB Simulink was used to
build a complete WSN system and the simulation procedure includes building the
hardware architecture of the transmitting nodes, modeling both the communication
channel and the receiving master node architecture. Bluetooth was chosen to undertake the
physical layer communication with respect to different channel parameters (i.e., Signal to
Noise ratio, Attenuation and Interference). The simulation model was examined under
various conditions and numerous results were collected. Finally, in order to overcome the
2.4 GHZ ISM interference problem, Variable Frequency Hopping Pattern (VFHP) method
is proposed and tested in the simulation environment.

Keywords: Wireless sensor networks, MATLAB Simulation, Signal to Noise Ratio,
Interference, Voice transmission.
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1. Introduction

Traditional wireless sensor network (WSN) has focused on sensing and reporting
physical phenomenon or environmental parameters, such as temperature, sound and pressure etc.
Currently, using WSN for emergency response has gained significant attention due to the
development of WSN technology. The data types transmitted over WSN becomes diversity.
There are many hazard scenarios, such as emergency response, rescue, and disaster during
mountain climbing, which need to support voice transmission over WSN (VoWSN). Several
standards are currently under developed for WSN. The Institute of Electrical and Electronics
Engineers (IEEE) approved the 802.15.4 Standard [1] to define the physical and Media Access
Control (MAC) for Low-Rate Wireless Personal Area Network (LR-WPAN). Upper layer are
defined by Zigbee Alliance [2,3]. The features of Zigbee include the standard specified operation
in the unlicensed 2.4 GHz worldwide, low power consumption, low transfer rate (default rate:
250kbps), short range communication capability, (maximum: 300m), limited computational
capacity and memories[3].

In general, Wireless multimedia sensor networks have the potential to enable many new
applications. These can be classified as follows [4, 5]:

e Multimedia Surveillance Sensor Networks. Surveillance sensor networks will be used to
enhance and complement existing surveillance systems to prevent crime and terrorist
attacks. Multimedia content, such as video streams and still images, as well as computer
vision techniques, can be used to locate missing persons, identify criminals or terrorists, or
infer and record other potentially relevant activities (thefts, car accidents, traffic violations).

e Traffic Avoidance, Enforcement, and Control Systems. It will be possible to monitor car
traffic in big cities or on highways and deploy services that offer traffic routing advice to
avoid congestion or identify violations. In addition, smart parking advice systems based on
WMSNs will detect available parking spaces and provide drivers with automated parking
advice.

e Advanced Health Care Delivery. Telemedicine sensor networks can be integrated with third
and fourth generation (3G/4G) cellular networks to provide ubiquitous health care services.
Patients will carry medical sensors to monitor parameters such as body temperature, blood
pressure, pulse oximetry, ECG, and breathing activity. Remote medical centers will monitor
the condition of their patients to infer emergency situations.

e Environmental and Structural Monitoring. Arrays of video sensors already are used by
oceanographers to determine the evolution of sandbars using image processing techniques.
Video and imaging sensors also are used to monitor the structural health of bridges or other
civil structures.

e Industrial Process Control. Multimedia content such as imaging, temperature, or pressure,
can be used for time-critical, industrial, process control. In automated manufacturing
processes, the integration of machine vision systems with WMSNs can simplify and add
flexibility to systems for visual inspections and automated actions.

The usage of Bluetooth as the direct access of voice transmission has been prevalent.
Therefore, transmitting voice data via Bluetooth is very attractive for many applications. In this
paper, we will design and implement a simulation model for Voice transmission over WSN
(VoWSN) using Bluetooth focusing on the physical layer parameters affecting its performance.
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The rest of this paper is organized as follows. We review related works in section 2. In section 3
we introduce the main applications of Bluetooth technology, then describing the system
modeling in section 4 followed by the performance analysis presented in section 5. Finally we
address the conclusion in section 6.

2. Related Works

The researches in [4-7] have developed several voice communication protocols for voice
transmission. In [5], authors developed a real-time emergency rescue communication system for
mine tunnel over Zigbee networks. They used embedded system named Atmel ATmega32 to
implement on-board audio sampling, ADPCM encoding and packet transmission [8]. However,
voice packet due to the stochastic transmissions of voice packets, a burst of voice packets may
cause micro-controller unable to afford encoding and to handle packet transmission
simultaneously. Their study did not provide any flow control mechanism, to reduce the
significant packet error rate due to the burst voice packets. The researches in [6, 7] evolved from
[5] tried to resolve some problems addressed above. They modified and improved previous
implementation for voice communication over Zigbee. They adopted non-acknowledgement
mode and G.729.A codec to transmit 127B voice data every 100ms. They achieved higher
bandwidth utilization. Nevertheless, the flow control mechanism for burst traffic was not taken
into account. When the communication range increases, the packet loss rate may increase. The
research in [9] presented a hybrid Zigbee/Bluetooth grid infrastructure. The authors proposed a
packet format conversion mechanism for heterogeneous wireless network which equipped
wireless nodes with both wireless interfaces. Their system allowed a widespread diffusion
between 2 Mbps Bluetooth data rate to inter-transfer with 250 kbps Zigbee data rate. Basically,
their system did not support real-time audio streaming. In addition, the design and
implementation of Bluetooth and Zigbee voice gateway need to resolve the problem due to
wireless communication bandwidth difference. This paper adopted non-acknowledgement mode
to Zighee networks for voice packet transmission. Our goal is to accomplish highest bandwidth
over Zigbee network and reduce packet loss rate to enhance the overall transmission
performance. Therefore in this paper we will design and implement flow control mechanism in
the voice gateway for voice transmission between Zigbee and Bluetooth wireless network.

3. Bluetooth Technology

Bluetooth system is considered one of the promising WPAN systems since the Bluetooth
system is low cost, has a simple hardware and is robust, thus facilitating the realization of
protected ad-hoc connections for stationary and mobile communication
environments [5]. A Bluetooth transceiver is a frequency hopping

spread-spectrum (FHSS) device that uses the unlicensed (worldwide) 7
2.4GHz ISM (Industrial, Scientific, Medical) frequency band [9]. i \
The Bluetooth specification uses time division duplexing (TDD) and . ‘_@ .
time division multiple access (TDMA) for device communication. @
Bluetooth uses polling-based packet transmission. All communication ey

between devices takes place between a master and a slave, using time-
division duplex (TDD), with no direct slave-to-slave communication,
see Figure (1)[5].

Figure (1): Bluetooth
Piconet Architecture
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4. The Proposed WSN Simulation Methodology

The environment in which we build our simulation model was MATLAB [10].

In order to demonstrate the concepts of the suggested VoWSN, a real life WSN model
was built as shown in figure 2. This network consists of two acoustic sensors (slaves) sending
their measured voice samples to a master node.

VOWSN System

Rx1_BT_Signa

Port Index
Sequence=[1 2]
Sample Time: 1

Rx2_BT_Signal

Free Space
AWGN is Off —e Psth Loss Raw_BER1
40 dB
— BT Path Lo 1 Multipart Raw_BERZ
= Switch 1 - Residual_BERT
802.11b Free Space Tiesidual BERZ]
Interfarer | Path Loss
on a0 48 Port Index1
Voice Senser 1 Sequence=[1 2]
— B0ZPathLoss T Y ™
302110 peTme
T ith
rensmiter Tx_802_Signal Received signals
Free Space
AWGNisoff | i Fetrles
40 dB
BT Fath Loss 2
AWGN 2 1
g
-3

[Tx2_Raw_Bits

» (@

Voice Sensor 2

Multiport
1 Switch 2
-
2

Multiport
Switch 3

]

*2_Info_Bi

<o

<—

E
. Seope Tx-Rx
I . to
e Encoded Bis {Fayad Bis Tx s»;m sisamples!
g [
0 Bde | T, Wi s ignal
. o Bis——— i 3 ) o Bt
Signsl From ~ Upsample to o X Raw \=—p@
Worispace 84 isamplesls o sylosd FEC Displ
isplay
i noode
Random et c
Integer o Rox_Raw_Bits|
Optionsl Random hex2den2a30e128) Tl
ator op
it Data for BER tests ULAP Hop Sequen Tx_Raw_Bits
Genesator Tx_Raw_Bits

Demedulete and decode

Figure (2): VOWSN MATLAB/SIMULINK Model

The architecture of the system could be explained as follows:

1. The transmitter: The transmitter consists of the following blocks:
e Sensor signal stage: It is represented by a microphone device which senses the voice
signal, then transducer them into an electrical signal. A recorded voice signal imported
from the workspace was used as an input to the system.

204




Ali: Performance Study of Wireless Sensor Network (WSN) ...

Up-sample to 64ksamples/s: Up-samples the input to a higher rate by inserting zeros
between samples.

CVSD Encoder: Encode a 64 K samples per sec speech signal into a 64Kbps bit stream.
Bluetooth Clock: Each Bluetooth device has a free-running 28-bit Bluetooth clock. The
clock ticks 3,200 times per second or once every 312.5 psec, representing a clock rate of
3.2 KHz.

Hop Sequence Generator: For devices to communicate with each other, they must
transmit and receive on the same frequency at the same time. The hop sequence generator
generates a sequence of hop frequencies in the range 0 to 78.

Encode and modulate: The 366 data bits are transmitted at 1 Mbps and modulated using
Gaussian frequency shift keying (GFSK). GFSK effectively transmits +150 kHz signal
relative to the carrier for a 1bit, and a 150 kHz signal for a O bit. The carrier signal is
generated in the Simulink model by a baseband MFSK block set to 79 symbols and a
separation of 1MHz. If a hop frequency value 0 is input, a -39MHz complex sinusoid is
generated. If a 1 is entered, a -38 MHz complex sinusoid is generated and so on. In the
model, the hop sequences are generated by a simple random number generator, not using
the actual method specified in the standard. The transmitter is turned off after 366 bits
using a Gain block to multiply the frame with a mask of 36600 ones and 26500 zeros.

The medium consists of the following blocks:

AWGN Channel: The AWGN Channel block adds white Gaussian noise to a real or
complex input signal. When the input signal is real, this block adds real Gaussian noise
and produces a real output signal. When the input signal is complex, this block adds
complex Gaussian noise and produces a complex output signal.

Path Loss: Reduce the amplitude of the input signal by the amount specified. The loss can
be specified directly using the “Decibels” mode, or indirectly using the “Distance and
Frequency” mode. The reciprocal of the loss is applied as a gain, e.g., a loss of +20 dB,
which reduces the signal by a factor of 10 corresponds to a gain value of 0.1.

802.11b interferer: Add signals that have the same frequency of the data signal to make
interference between the data signal and other signals.

Multiport Switch: The Multiport Switch block chooses between a number of inputs. The
first input is called the control input, while the rest of the inputs are called data inputs.
The value of the control input determines which data input is passed through to the output
port. This switch allows the simulator to emulate contention behavior among different
nodes.

The receiver consists of the following blocks:

Hop Sequence Generator: same as mentioned earlier.

Demodulate and decode: This block is used to extract the original information-bearing
signal from a modulated carrier wave, and to recover the information contends in it.
Zero-Order Hold: The block samples and holds its input for the specified sample period.
The block accepts one input and generates one output, both of which can be scalar or
vector. If the input is a vector, all elements of the vector are held for the same sample
period.

205



2013/11/21-19 ¢ya 580 Juagall daaly — Luatigh L080 Ll Joagal) — D il alal) jaigal)

e Un-buffer: The block un-buffers an Mi-by-N frame-based input into a 1-by-N sample-
based output. That is, inputs are un-buffered row-wise so that each matrix row becomes
an independent time-sample in the output. The rate at which the block receives inputs is
generally less than the rate at which the block produces outputs.

e Down-sample to 8ksamples/s: Down-samples the input to a lower rate by deleting the
repeating samples.

e Scope RX: To display the received signal and compare it with the original signal to
discover the system behavior.

5. Results and Discussion

As known, a piconet can includes up to seven slaves and one master. In this example two
voice signals are sent interchangeably from two voice sensors (slaves) to the receiving
component (master) representing one piconet (signal level is ImW and subjects to IEEE802.15.3
standard). The information obtained by the voice sensors are used to estimate the Bluetooth
performance as well as to study the media effect. During the simulation time, 133 packets were
sent each has 366 bit. Noise and interference are added to the signals in order to simulate the
channel effect and measure Bit Error Rate (BER) and Frame Error Rate (FER). Figure (3) shows
the original signals that were sent from the two voice sensors.

VOWSN / Spectrum

TX-Signal and RX-Signal [Pathloss tAWGN]

(a)
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VOWSN / Spectrum
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TX-Signal and RX-Signal [PathlosstAWGN+802.11b Interference]

(b)

VOWSN / Spectrum

TX-Signal and RX-Signal [Ideal Case]
(©

Figure(3): Sent and Received Signals (osciliscope & Spectrum anlyzer readings)
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In order to discover the effect on the AWGN of the system behaviour, we changed the noise
level while keeping the signal level constant. This procedure results in variable (S/N) values.
Figure(4) shows the effect of varying (S/N) on both BER and FER.

BER

BER

0.02 \ I T T 1| I T T 1|
i i : : ; i i i
Y, | ‘ : : : | : ‘
L |
nw # 12 13 ¥ 1B % 17 18
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(a) SN & BER

0.014

(b) SN & FER

Figure (4): Noise Effect (S/N Vs. (BER, FER))

From Figure(4), it is obvious that the safe value for (S/N) is (15 dB) because it gives BER
value less than (5x10™) and a FER value less than 5% (the maximum loss threshold in voice
applications[3]).Our next investigation is the effect of 2.4 GHZ ISM band Interference. We
assume the presence of IEEE 802.11 packet generator with variable bit rate and variable
interference power levels. Figure (5) below shows that more frames are erroneous due to
increasing the interference contribution in the shared 2.4 GHZ ISM band.
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Figure (5): IEEE802.11 Interference Effect on (BER, FER)

The above results indicate that the interference affects seriously on the system
performance (especially BER & FER) and may cause system failure in some cases. In order to
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discover the system failure point, several simulation runs were performed, which reflects real
working conditions as observed by [10,11]. Tables (1&2) list the results for different conditions
(with/without AWGN, different interference values).

Table (1): IEEE 802.11 Interference

IEEE 802.11 IEEE 802.11

Power(dBm) Average Rate(bps) BER FER Status
0.1 200 0.012 0.03 Success
0.1 400 0.016 0.031 Success
0.1 600 0.033 0.067 Fail
0.2 400 0.0171 0.032 Success
0.15 400 0.0167 0.031 Success

From Table (1), it is noted that the effect of spreading the interference (i.e., higher IEEE 802.11
bit rate) has more influence than the power value of this interference. The system failure point
when the interference bit rate exceeds 600 bps which causes FER value to be over (5%).
However, the other cases are also susceptible to failure because of high values of BER.

Table (2): IEEE 802.11 Interference + AWGN

802.11 Interference AWGN

Power(dBm) Average Rate (bps) (S/N) dB BER FER Status
0.1 200 15 0.0127 0.03 Success
0.1 400 10 0.043 0.03 Success
0.1 200 25 5x10™ 0 Success
0.1 400 25 6x107 0.01 Success
0.1 600 10 0.06 0.075 Fail
0.1 600 5 0.177 0.91 Fail

In Table (2), the system was subjected to a harsher environment in which there are both noise
and interference sources. We observed that in order to minimize the effect of noise &
interference, a suitable (S/N) value must be chosen. However, the signal strength cannot exceed
certain threshold due to health and standardization issues.

6. The Suggested Solution: Variable Frequency Hopping Pattern (VFHP)

Method
In this paper we suggest that in order to overcome the interference problem mentioned earlier
with acceptable (S/N) value, Variable Frequency Hopping Pattern (VFHP) method is proposed.
The operation of this method can be explained as follows:
1. The first step is to estimate interference proportion by measuring the percentage of
packets dropped, Pr (Ploss), per frequency per receiver. In voice applications Pr(Ploss) is
0.05, frequencies at each receiver are classified “good” or “bad” depending on whether
their packet loss rate is less than or greater than 0.05 respectively.
2. Since in a Bluetooth piconet, the master device controls all packet transmission, the
measurements collected by the slave devices are sent to the master (or implied in
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acknowledgement packets) that decides to (1) either avoid voice transmission to a slave
experiencing a ”bad” frequency and/or (2) modify the frequency hopping pattern. While
in the former case the decision remains local to the master, in the latter case, the master
needs to communicate the changes in the hopping sequence to all slaves in the piconet in
order to maintain synchronization.

3. VFHP method requires the exchange of Layer Management Protocol (LMP) messages in

order to advertise the new hopping sequence.

In order to examine the effectiveness of the suggested method, we return to our simulation
model and changed the seed values in the Hop Sequence Generator in order to generate different
sequences of hop frequencies while keeping (S/N = 10 dB, Interference power = 0.1 dBm and
Interference rate = 600 bps) . We recorded the results obtained from adopting different hop
frequencies sequences as listed in Table (3). It is clear that the proposed method proved its
effectiveness to compromise system performance without increasing the (S/N) value. However,
an efficient mechanism to find the best hop frequencies sequences in the different
environmentally conditions needs to deeply investigated in future papers.

Table (3): System Performance with Different Sequences of Hop Frequencies

Hope Sequence BER FER Status
Seq.1 0.06 0.075 Fail
Seq.2 0.044 0.07 Fail
Seq.3 0.02 0.053 Fail
Seq.4 0.01 0.04 Success
Seq.5 5x10° | 0.027 Success

7. Conclusion

This paper presents a simulation study of Voice over Wireless Sensor Networks
(VoWSN). The ISM band is prone to interference from other Bluetooth enabled devices as well
as Wireless Local Area Network (WLAN) products such as those based on the IEEE 802.11
standard. Although regulations to avoid interference in many radio communications systems
exist, no such regulations govern the 2.45GHz ISM band. We noted that Bluetooth voice may be
severely impacted by interference with FER of 5%. Moreover, the results suggest that the data
rate in the WLAN system may be a factor in the performance. In this paper we suggest that in
order to overcome the interference problem mentioned earlier with acceptable (S/N) value,
Variable Frequency Hopping Pattern (VFHP) method is proposed. It is clear from our results that
the proposed method proved its effectiveness to compromise system performance without
increasing the (S/N) value.
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Using Cloning Technique for Hiding Secret Message

Sadoon H. Abdullah

University of Mosul/ Collage of Science/ Biology Dept.

Abstract

During this research was suggest a method to hide secret information by using
Cloning Technique, This method regarded as one of the resent method that is used to
hide information by encoded message (text,sound,image,video) to sequence of DNA,
Then resulting sequence was inserted to plasmid (taken from bacteria E.coli ) using
Cloning Technique , The plasmid that containing secret sequence was sent to recipient.
The recipient used local alignment method to discover the secret sequence and use an
algorithm to Re-encoding DNA sequence to secret massage(text, sound, image, video),
This method is a new science combined between computer science and molecular
biology which is called bioinformatics, The results of this method is very good of its
Robust to information hiding and different lengths of the secret message and less time
and retrieve the secret message by 100%.
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