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Module Information
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Module Title Elementary Statistics | Module Delivery
Module Type Core X Theory
Module Code STAT101 Lecture
O Lab
ECTS Credits 7 Tutorial
1 Practical
SWL (hr/sem) 175 [ Seminar
Module Level UGl Semester of Delivery 1
Administering Department STAT College CSM
Module Leader Khairy Badal Rasheed e-mail Khairy-stat@uomosul.edu.iq
Module Leader’s Acad. Title Lecture Module Leader’s Qualification Msc.
Module Tutor Shaimaa Waleed Mahmood e-mail shaimaa.waleed@uomosul.edu.ig
Peer Reviewer Name Name e-mail E-mail
Scientific Committee Approval 10/06/2023 Version Number 1.0
Date
Relation with other Modules
3! syl Sl gall o A8l
Prerequisite module None Semester
Co-requisites module None Semester
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Module Aims, Learning Outcomes and Indicative Contents
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Give the learner the statistical skills that enable him to work in the fields

of statistic, calculating measures of statistic.

2- The subject of statistics is a digital language and an art to express the
variables and numbers accurately, and thus enables the student to benefit
from this subject in the statistics and the programs that are important to
him in most fields of life.

3- Statistics course aims to develop ways and means of thinking and how to
deal with various problems.

4- Trying to think in sound ways and methods, specifically in solving

problems and thus improving and developing society.

[EEN
1

Module Objectives
duwlyd) Baladl Colua]

1- Understand the fundamental concepts and principles of statistics, including
data types, measurement scales, and sampling methods.

2- Interpret and analyze data using descriptive statistical measures, such as
measures of central tendency (mean, median, mode) and measures of
variability (range, variance, standard deviation).

3- Apply probability theory to analyze and make predictions about uncertain
events, including calculating probabilities and understanding the laws of

Module Learning probability.

Outcomes 4- Utilize basic principles of statistical inference to draw conclusions about a
population based on sample data, including hypothesis testing and

Bolel) elasll ilorysee confidence intervals.

Ayl 5- Apply appropriate statistical techniques for analyzing relationships between

variables, including correlation analysis and simple linear regression.

6- Understand and interpret the results of statistical software output and
graphical representations.

7- Communicate statistical findings and interpretations effectively, both orally
and in written form.

8- Develop critical thinking and problem-solving skills in the context of
statistical analysis and interpretation.

1- familiarize students with the basics of statistics, its fields of application.
2- the statistical method in scientific research, methods of data collection.
3- classification and presentation for the purpose of obtaining the necessary
Indicative Contents inforrnation_to_ mal.<e app.r(.)priate decisiqns and the possibility of using this
Byslay) Elginal dajta |r_1 prediction, |n_add|t|on to developing students.
TR 4- skills in research design method.
5- bringing the student to a level where he has the ability to interpret the
results and turn them into a practical reality.




Learning and Teaching Strategies
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The main strategy that will be adopted in delivering this module is to
encourage students’ participation in the exercises, while at the same time
refining and expanding their critical thinking skills. This will be achieved

Strategles through classes, interactive tutorials and by considering types of simple
experiments involving some sampling activities that are interesting to the
students in the statistical methods.

Student Workload (SWL)
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Structured SWL (h/sem) 93 Structured SWL (h/w) 6
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Unstructured SWL (h/sem) - Unstructured SWL (h/w) s
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Total SWL (h/sem) 175
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Module Evaluation

Relevant Learnin
Time/Number Weight (Marks) Week Due g
Outcome
. Quizzes 2 20% (20) 5and 10 LO #1, #2 and #4
Formative =
Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment
Report 1 10% (10) 13 All
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Week1 | Definition and importance of statistics
Week 2 | Statistical method in scientific research
Statistical Notation Types of statistics
Week 3 Data types and methods of collection
Week4 | Types of Samples
Week 3 | Frequency distributions (importance and types)
Week 6 | presentation of data Frequency distribution (Tabular presentation)
Week7 | cumulative distribution
Week8 | Graphical presentation
Week9 | \Measures of Central tendency for ungrouped data
Week 10 | Measures of Central tendency for grouped data
Week 11 | properties of central tendency measures
Week 12 | Measures of dispersion (variation) for ungrouped data
Measures of dispersion (variation) grouped data
Week 13 | properties of dispersion measurements
Week 14 | pearson and spearman correlation
Week 15 | preparatory week before the final Exam
Week 16 Preparatory week before the final Exam
Delivery Plan (Weekly Lab. Syllabus)
i3ll (£ gl 7lghel!
Material Covered
Week 1
Week 2
Week 3
Week 4
Week 5
Week 6
Week 7




Learning and Teaching Resources
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Available in the Library?
Required Texts Elementary Statistics (2007), Allan Bluman. Yes
Recommended Texts | Basics of Statistics (1995), Jarkko Isolalo. Yes
Websites
Grading Scheme
oyl Jabaseo
Group Grade sl Marks % Definition
A - Excellent Sl 90- 100 Outstanding Performance
B - Very Good (SESNVES 80-89 Above average with some errors
(Ssuocc-:els;oc)iroup C-Good BVES 70-79 Sound work with notable errors
D - Satisfactory wgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgstn 50-59 Work meets minimum criteria
Fail Group FX - Fail (A laadl 08) cwly | (45-49) More work required but credit awarded
(0-49) F - Fail cwly (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.
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Module Information
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Module Title Calculus | Module Delivery
Module Type Basic Theory

X Lecture
Module Code STAT102

O Lab
ECTS Credits 7 X Tutorial

O Practical
SWL (hr/sem) 175 [0 Seminar
Module Level UGl Semester of Delivery 1

Administering Department STAT

College

CSM

Module Leader

Dr. Heyam Abed Al-Majeed Hayawi

e-mail

he.hayawi@uomosul.edu.iq

Module Leader’s Acad. Title Assistant Prof.

Module Leader’s Qualification Ph.D.

Module Tutor Dr. Noorsal Ahmed Zeenalabiden e-mail zeennorsal@uomosul.edu.iq
Peer Reviewer Name e-mail E-mail
Scientific Committee Approval 10/06/2023 Version Number | 1.0
Date
Relation with other Modules
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Prerequisite module None Semester
Co-requisites module None Semester
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Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
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The goal of this course is to help you understand the subject of calculus
and demonstrate its fundamental role in various scientific fields,
particularly in Statistics. Throughout the course, you will explore the two
major concepts of calculus: the derivative and the integral, both of which
have numerous practical applications.

Module Learning
Outcomes

Soled) @l Ol en
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Understanding Calculus, sketch a graph of an equation, find the
intercepts of a graph, and find the domain and range of a function.
Understanding the types of functions, such that one-to-one, even and
odd, and trigonometric. Able to solve trigonometric equations.

Able to define limits and continuity of functions and effectively evaluate
them, Understand the properties associated with limits.

Define the derivative as a generalization of the slope of the tangent line
to a curve. Gain an understanding of convenient formulas that allow us
to calculate the derivative of almost any function we encounter. Acquire
knowledge of convenient rules for evaluating derivatives.

Being able to find the absolute maximum and minimum values of a
given function and identify its extrema.

Learning how the fundamental theorem of calculus and how
differentiation and integration are inverse operations of each other.




Indicative Contents
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Part A - Preliminaries

Understanding the concept of limits; Evaluating limits algebraically and
graphically; One-sided limits and infinite limits; Defining continuity and its
properties; Identifying discontinuities and types of discontinuities. [18 hrs.]
Part B - Derivatives

Basic rules and techniques of differentiation; Derivatives of exponential,
logarithmic, and trigonometric functions; Derivatives of exponential,
logarithmic, and trigonometric functions; Applications of Differentiation
(Optimization problems). [36 hrs.]

Part C - Fundamental Theorem of Calculus

Understanding the connection between differentiation and integration and
evaluating definite integrals using the Fundamental Theorem of Calculus. [6
hrs.]

Part D - Integration

Antiderivatives and indefinite integrals; Definite integrals and their properties;
Techniques of integration, including substitution and integration by parts;
Applications of Integration, including Area under a curve and the average value
of a function, the average value of a function. [30 hrs.]

Learning and Teaching Strategies

olatllg olazl] olioms !

Strategies

Preparing Prerequisite Knowledge, begin each topic with real-world
examples and applications to demonstrate the relevance and practicality
of calculus to Encourage students to explore how calculus concepts are
applied in various fields, such as statistics and computer science. Providing
timely feedback on student work to identify, address errors, and reinforce
learning through quizzes. Promoting collaborative learning by assigning
problem-solving tasks. Encourage students to work together, explain
concepts to their peers, and engage in collaborative problem-solving.




Student Workload (SWL)
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Structured SWL (h/sem) 93 Structured SWL (h/w) 6
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Unstructured SWL (h/sem)
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Total SWL (h/sem) 175
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Module Evaluation
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Relevant
Time/Number Weight (Marks) Week Due | Learning
Outcome

Quizzes 2 15% (15) 5,12 LO #1- #4
Formative 3,6,10, and

Assignments 4 15% (15) LO #3, #4
assessment 13

Report 1 10% (10) 13 All
ST Midterm Exam 2hr 10% (10) 8 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)
S il (£ gl 7 lgiall

Week Material Covered
Week 1 A Preview of Calculus - Reviewing Graphs and Types of Functions.
Week2 | Review-Functions and Trigonometry
Week 3 Limits and continuity of functions
Week 4 Concept of Derivatives and the fundamental rules of Differentiation
Week 5 Product, Quotient, and Chain Rules
Week 6 Extrema on an Interval, Increasing and Decreasing Functions
Week?7 | Concavity and Points of Inflection
Week 8 Mid-term Exam + Curve Sketching and Linear Approximations
Week 9 Applications-Optimization Problems
Week 10 | Antiderivatives and Basic Integration Rules
Week 11 | The Fundamental Theorem of Calculus
Week 12 | Basic Rules and Techniques of Integration
Week 13 Differentiation and Integration of Exponential and Natural Logarithmic Functions
Week 14 | The area under the region and between two curves.
Week 15 | Volume-The Disk Method
Week 16 Preparatory week before the final Exam




Learning and Teaching Resources
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Available in the
Text
Library?
Required Texts NO No
The Great Courses Study Workbook for Understanding
Recommended Calculus Problems, Solutions, and Tips by Bruce H. N
o
Texts Edwards, PhD Professor of Mathematics, University of
Florida, 2010.
Websites
Grading Scheme
Group Grade Best:yi] Marks % | Definition
A - Excellent Il 90 - 100 | Qutstanding Performance
B - Very Good I e 80 - 89 Above average with some errors
Success Group
C-Good SVES 70-79 Sound work with notable errors
(50 - 100) )
D - Satisfactory o gie 60 - 69 Fair but with major shortcomings
E - Sufficient Jgute 50-59 | Work meets minimum criteria
EX — Fail ol (Aol 43) | (45-49) Moredw;)rk required but credit
Fail Group awarde
(0-49) i Considerable amount of work
F — Fail el (0-44) ,
required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for
example a mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University
has a policy NOT to condone "near-pass fails" so the only adjustment to marks awarded by the original
marker(s) will be the automatic rounding outlined above.
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Module Information
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Module Title Basics Prog ramming Module Delivery
Module Type Basic Theory
X Lecture
Module Code STATI103
Lab
ECTS Credits 6 [ Tutorial
[ Practical
SWL (hr/sem) 150 O Seminar
Module Level UGl Semester of Delivery 1
Administering Department STAT College CSM
Module Leader Husham Y. A. Alameen e-mail hisham.alameen@uomosul.edu.iq
Module Leader’s Acad. Title Assistant Lecturer Module Leader’s Qualification MSc.
Module Tutor Dr. Luma Alharbawee e-mail Luma.akram@uomosul.edu.iq
Peer Reviewer Name e-mail
Scientific Committee Approval 10/06/2023 Version Number 1.0
Date
Relation with other Modules
3! syl sl gall ao A8l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents

LalinYl Olgisally phasll gL g drwslyldl B3l Colual

Module Objectives
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The objective is to learn the student the fundamental of programming through
practical application using the C++ programming language. In this course,
students will learn about: The basic programming and OOPs concepts. Creating
C++ programs, Tokens, expressions and control structures in C++. Arranging
same data systematically with arrays. Classes and objects in C++. Constructors
and destructors in C++. Files management and templates in C++. Handling
exceptions to control errors.

Module Learning
Outcomes

Boled) @laidl Ol y3en
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After completing this course, the student will have acquired basic information in
the science of computer programming through the following outcomes for
learning this module, and these outcomes are:

1. Understand tokens, expressions, and control structures.

Explain arrays and strings and create programs using them.

Describe and use constructors and destructors.

Understand and employ file management.

Demonstrate how to control errors with exception handling.

Use functions and pointers in C++ program.

Describe OOPs concepts.

No ok own

Indicative Contents
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Indicative content includes the following.

Part A — Introduction C++ and Basic programming

Understanding Language Features, history, covers C++ statements and
expressions, constants, variables, operators, and how to control execution flow
in applications. Exploring C++ Types, describes C++ built-in types, aggregated
types, type aliases, initializer lists, and conversion between types.

Rules of C++ programming, structure of C++ program, C++ Tokens (Identifiers,
Keywords, Constants, Operators, Special characters), C++ data types (Basic,
Derived, User defined). Console 1/0 statements (cin, cout), programs to perform
various calculations, programs to implement various operators. [15 hrs]

Arrays and Control statements: definition, advantages, array types, single
dimension, double dimension, declaration, accessing array data, implementation
of array operations. Conditional control statements, if-else, switch-case, loops,
while, do while, for. Implementing programs on conditional & loops, break,
continue, go to keywords. [15 hrs]

Part B — Functions and Object-oriented programming

Gives a thorough description of the fundamental characteristics of the object-
oriented C++ programming language. In addition, students are introduced to the
steps necessary for creating a fully functional C++ program. Many examples are




provided to help enforce these steps and to demonstrate the basic structure of a
C++ program. [15 hrs]

Describes how to declare and call standard functions. This will also teach
students to use standard classes, including standard header files. In addition,
students work with string variables for the first time in this topic. Explains the
use of streams for input and output, with a focus on formatting techniques.
Formatting flags and manipulators are discussed, as are field width, fill
characters, and alignment. [7 hrs]

Introduces operators needed for calculations and selections. Binary, unary,
relational, and logical operators are all examined in detail. Also, describes the
statements needed to control the flow of a program. These include loops with
while, do-while, and for; selections with if-else, switch, and the conditional
operator; and jumps with goto, continue, and break. [15 hrs]

Learning and Teaching Strategies

oalazlly @l el el

Strategies

The main strategy that will be adopted in delivering this module is to encourage
students’ participation in the exercises, while at the same time refining and
expanding their critical thinking skills. This will be achieved through classes,
interactive tutorials and by considering types of simple experiments involving
some sampling activities that are interesting to the students.

Student Workload (SWL)
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Structured SWL (h/sem) 63 Structured SWL (h/w) 4
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Unstructured SWL (h/sem) 87 Unstructured SWL (h/w) 6
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Total SWL (h/sem)
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Module Evaluation

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome

Quizzes 2 10% (10) 5and 10 LO #1, #2 and #4
Formative Assignments 2 10% (10) 2and 12 All
assessment Projects / Lab. 1 10% (10) Continuous | All

Report 1 10% (10) 13 All
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #6
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)

Ls_).b.;ﬂ L}C}w)’\ CL@MJ\

Material Covered

Week1 | Strycture of Simple C++ Programs

Week2 | Fundamental Types: characters identifiers, variable declaration, constants.

week3 | Operators for fundamental types: Binary Arithmetic Operators, Unary Arithmetic Operators,
Relational Operators, Logical Operators.

weeka | Arithmetic operations: converting arithmetic types, implicit type conversions, performing
usual arithmetic type conversions, more type conversions.

weeks | Arrays: defining arrays, initializing arrays, class arrays, multidimensional arrays, member
arrays.

Week6 | | ibrary files " header"

Week7 | Assign statements

Week8 | Conditional statements

weekg | Control Flow: loops, the for statement, the while statement, the do-while statement,
selections with if-else.

Week 10 | Control Flow to complete: else-if chains, conditional expressions, selecting with switch, jumps
with break, continue, and go to.
The Standard Class string: defining and assigning strings, concatenating strings, comparing

Week 11 | strings, inserting and erasing in strings, searching and replacing in strings, accessing characters
in strings.

Week 12 | Inputand Output with Streams: streams, formatting and manipulators, formatted output of
integers, formatted output of floating-point numbers, output in fields, output of characters.

Week 13 Functions: significance of functions in C++, defining functions, return value of functions,
passing arguments, inline functions.




Week 14 | Functions: default arguments, overloading functions, recursive functions.

Week 15 |
input/output.

Strings, and Boolean values, formatted input, formatted input of numbers, unformatted

Week 16 Preparatory week before the final Exam

Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week 1 ) )
libraries.

Lab 1: An introduction to installing programs on a computer, C++ installation with its

Week 2 Lab 2: Characters identifiers

Week 3 Lab 3: Variables declaration

Week 4 Lab 4: Constants

Week 5 | Lab 5: Arithmetic operations

Week 6 | Lab 6: library files " header"

Week7 | Lab 7: Assign statement

Week 8 Lab 8: "if "conditional statements

Week 9 Lab 9: "if — else "conditional statements

Week 10 | Lab 10: Array

Week 11 | Lab 11:" for loop"

Week 12 | Lab 12:"while loop"

Week 13 | Lab 13: Functions

Week 14 | Lab 14: Functions

Week 15 | Lab 15: String

Learning and Teaching Resources
u&l:")v\lj‘j M‘J.}w

Text Available in the Library?
Required Texts
Recommended Introduction to C++: Part 1
Texts Brian Gregor, Research Computing Services. "
Websites




Grading Scheme
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Group Grade ol Marks % | Definition

A - Excellent kel 90 - 100 Outstanding Performance

B - Very Good [SE Ve 80-89 Above average with some errors
(Ssut;:t_:elsgoG)roup C- Good dax 70-79 Sound work with notable errors

D - Satisfactory Jawgio 60 - 69 Fair but with major shortcomings

E - Sufficient Jgade 50-59 Work meets minimum criteria
Fail Group FX - Fail (Adlaoll W8) Csly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic
rounding outlined above.
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Module Information
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Module Title Linear Algebra Module Delivery
Module Type Basic Theory
Lecture
Module Code STAT104
O Lab
ECTS Credits 6 Tutorial
1 Practical
SWL (hr/sem) 150 O Seminar
Module Level UGl Semester of Delivery 1
Administering Department STAT College CSM
Module Leader Hyllaa Anas Abdul-Majeed e-mail hyllaa.77@uomosul.edu.iq
Module Leader’s Acad. Title Professor Module Leader’s Qualification MSc.
Module Tutor e-mail
Peer Reviewer Name e-mail

Scientific Committee Approval

Date

10/06/2023

Version Number 1.0

Relation with other Modules
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Prerequisite module

None

Semester

Co-requisites module None

Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
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1- The student discusses vector spaces and related abstract concepts.

2- The student is familiar with the algebraic concepts and terminology of matrices
and determinants and inverses, and uses creative thinking in the use of elementary
transformation methods.

3-Learn about systems of linear equations and their applications.

4-Recognize the basis and dimension of vector spaces.

Module Learning
Outcomes

il Hall 3alell aladl) il 3

1- Algebraic operations on matrices and calculating determinants.

2- Solve linear systems.

3 - Learn about vector spaces and algebraic operations on them.

4- Self-learning method

5- One of the most important outputs is building a base for the student to move to
the basic stages of subjects in which matrices and linear equations are the basis.
6- Encourage the student to look at books and extract information from them

Indicative Contents
Lol W) il giaal)

Part (1) - Definition of matrix, its types, algebraic operations on matrices and
determinants, methods of finding the determinant and their properties. [13 hours]
Part (2) - inverse and methods of finding the inverse of a matrix and its properties.
[11 hours]

Part (3) - Linear Equations and Methods for Solving Linear Equations. [14 hours]
Part (4) - rank of matrix, The canonical form and equivalent matrices, and rank
relation with equations. [14 hours]

Part (5) - Latent roots, vectors, algebraic operations on vectors, linear composition,
distance and Euclidean length. [11 hours]

Learning and Teaching Strategies
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Strategies

Type something like: The main strategy that will be adopted in delivering this module
is to encourage students’ participation in the exercises, while at the same time
refining and expanding their critical thinking skills. This will be achieved through
classes, interactive tutorials and by considering types of simple experiments involving
some sampling activities that are interesting to the students.

Student Workload (SWL)
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Structured SWL (h/sem) 63 Structured SWL (h/w) 4
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Unstructured SWL (h/sem) g7 Unstructured SWL (h/w) 6
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Total SWL (h/sem) 150
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Module Evaluation
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Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
Quizzes 2 15% (15) 3and 8 LO #land #2
Formative
Assignments 2 15% (15) 2and 12 LO #1, #2 and#4
assessment
Report 1 10% (10) 13 LO #4, #5and#6
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #2
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
Lg).LuS\ ‘;cﬁuY\ G\.@.’LA\

Material Covered

Week 1 Definition of matrices and types

Week 2 Algebraic processes on matrices

Week 3 Determinants, Determinant solution methods

Week 4 properties of the determinant

Week 5 Mid-term Exam + Inverse matrix using the matrices method (the adjoint of matrix)
Week 6 Inverse matrix using Gaussian deletion method

Week 7 The properties of the inverse matrix

Week 8 Linear equations, Methods of solving linear equations in the case of m=n

Week 9 Method of matrices to solve linear equations in the case of m>n

Week 10 rank of matrix, The canonical form

Week 11 | equivalent matrices, Relationship of ranks and linear equations m>n

Week 12 | Mid-term Exam + Relationship of ranks and linear equations m=n

Week 13 | Latent roots of order (2x2), (3x3)

Week 14 | Vector and Algebraic processes on vector, Euclidean length and Euclidean distance
Week 15 Linear Composition

Week 16 | Preparatory week before the final Exam




Learning and Teaching Resources
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Text Available in the Library?
Required Texts Dl Al n — 3 s daallae 0 /7 add) Yes
Recommended Elementary and Intermedicite Algebra(2)—Mark No
Texts Dugopolski
Websites
Grading Scheme
Group Grade _paadl) Marks % | Definition
A - Excellent Ll 90 - 100 Outstanding Performance
B - Very Good [SENRYEN 80-89 Above average with some errors
(Ssugt-:els;o()iroup C - Good L 70-79 Sound work with notable errors
D - Satisfactory BEWP 60 - 69 Fair but with major shortcomings
E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX - Fail (Al 08) il ) | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.
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Module Information
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Module Title Human Rights Module Delivery
Module Type Support X Theory
Lecture
Module Code STAT105
O Lab
ECTS Credits 2 O Tutorial
O Practical
SWL (hr/sem) 30 O Seminar
Module Level UGl Semester of Delivery 1
Administering Department STAT College CSM
Module Leader Fidaa Ziyad Hasan e-mail Fidaa-law@uomosul.edu.iq
Module Leader’s Acad. Title Assistant Lecturer Module Leader’s Qualification MSc.
Module Tutor e-mail
Peer Reviewer Name e-mail
SDC::t'f'c SRS 10/06/2023 Version Number | 1.0

Relation with other Modules

31 Ayl Sl gall 2o A8

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Evaluation
VRNV E PO
Relevant Learnin
Time/Number Weight (Marks) Week Due g
Outcome
Quizzes 2 20% (20) 5and 10 All
Formative -
Assignments 2 10% (10) 2and 12 All
assessment
Report 1 10% (10) 13 All
AT Midterm Exam 2hr 10% (10) 7 All
assessment | final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)

Sl (£ grdl 7 lgioll
Material Covered
Week 1 mlaadl (bl (Olpaadl ¢ paSlasdl (dwedYl (ol Bgi> croliaa cdelgil cdisyas (luddl Bga> duale
Week 2 dyasdly 4oyl OludY) Ggd> okl J=lpe
Week 3 (8l9lunadly duymell) dawoliad OludYl B> ailas
Week 4 (9l standl ¢ abgll yuall ¢l sauanll) Oluddl Gsi> solas
Week 5 Laake 831931 D gully OVl By dunylon e dubgyanll Clixlgll
Week 6 (Jakally 8ladt 3>) pDLYb Ol G
Week 7 (ol Gl = pmmandl = (92501 BTl — Jakall) Jodl 0gilall U (3 Lol bl jany Fod>




Week 8 Ol Bzt ddgull de il
Week 9 Jodl vaall e — ab ol Ol § — Aol - L)l Gga> ©llap
Week 10 (&8, — e 940 90dl) OLudY! G Dlasd dgdl &sliad| bl
Week 11 ezl BabYI = 39 ASIVN JLasYl = 39 AV Y- Cohdsell- lusdl Gga> oBlgwl
Week 12 QL gl 0giladly ! gl
Week 13 459 AUV e Lzl e bledly d | pud ! diang)! -1 9 ASUI OludYl G gd> dle> WT
Week 14 aclgily dlbewlg 0,09 doggan dludll
Week 15 Lo Blyadl CaBgag Agull (31dsdl podl 4dBlaly sldsdl (3 Oluddl 3> oLl Boia> e sludll il
Week 16 | preparatory week before the final Exam

Learning and Teaching Resources
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Text

Available in the Library?

Required Texts
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Yes

W Ogim daax> 0 Lol dudolyias ]y Oludd) (39>

Recommended
T S 3o (ol CAgal) Qluddl Gsa>
b e ol dbliaily Calgal luddl Gga>
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1948 ple LY Gai) Wl MYl .1
Websites 0Ll Bz Ololsdl oWaudl Olagall .2
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Grading Scheme
QL?-).JJ‘ Llaxo
Group Grade yaaxd] Marks % | Definition
A - Excellent el 90 - 100 Outstanding Performance
B - Very Good SESNVES 80-89 Above average with some errors
(Ssu;fels;o(;:roup C-Good BVES 70-79 Sound work with notable errors
D - Satisfactory wgie 60 - 69 Fair but with major shortcomings
E - Sufficient Jgade 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alandl 08) cwly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the

automatic rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
daly ! B3l ologlas

Module Title Arabic Language Module Delivery
Module Type Support Theory
X]
Module Code STAT106 ; II::;ture
ECTS Credits 2 Tutorial
O Practical
SWL (hr/sem) 50 O Seminar
Module Level uaGl Semester of Delivery 1
Administering Department STAT College CSM
Module Leader e Jladl due ol s e e-mail Thamer.abdeljabar@uomosul.edu.iq
Module Leader’s Acad. Title Lecturer Module Leader’s Qualification Ph.D.
Module Tutor e-mail
Peer Reviewer Name e-mail
SDZ:::tiﬁc Sl T 11/06/2023 Version Number | 1.0
Relation with other Modules
sz_é-;}H duwolyddl 5l gl & A8l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl Olgisally phatll 5L g Ayl B3l LIl

i b S lodle I el cdinyad &by 1)l SIS e Byl -1
ddadll Jozdllg dronsdl Jazrdly duyall dlazndl pludly duyall dloz)l d8yan -2
e b ol Aol 38 slgu il OBy e Gl -3

IAeVlg dvall Com o 1 adl Janlb Il A8y -4

Satlly pg3ll G o (gl Jaddl )l d8pae -5

Module Objectives Ol Ev oo ool Jadll Il Byme -6
il 8,SI5 9 sl HUS Byl -7

MUl 3 @B wledle A3y20 -8

Byogll puyy delgd plai -9

b gaupolly cdbgsall sl HUS A b e Byl -10

OSlg palSiall s dnsladl sUasdl : a5 Yo J5 -11

sl Gokadl galo ddyao -12

(3LadY Qgludl sale d9ya0 -13

Onedasiall g &.)}Lw;)" w3y ((§gadll Gad)l duwS duga Olylgo @dad -14

Gyl Baledl Colual

e e 5 S J1 eludl ey & gyl oI A Gy 0 -1
Adadll Joly Auowsdl Jarlg syl Alasnll pludly Aol Aol (U oy 0 -2
auyd ol a6 elgus 1oleYl OBy e Cyatll -3

IMeVlg dovall ey oo 1@l Jaadl )l Gy ) -4

Module Learning ally el v e el dadll Sl ey -5
ool S e @)l Jadl Il ddyan -6

Rutcogss sy 5,556 3 3] LS Bylo Il Coyme -7
) S (3 oAl Oldle) JUall dbyns -8
ool o] el 2en Byea)l sy elgd Jlall ol 0 -9
dpasly ! A guralls cdogayell s W HUS Ayl e L)l yan -10

LSy cpalSiadl s Axsladl slasY i Jas Ve 3 -11

(s Okl de Byaill -12

(3LadYl ool gals d8yas  -13

nalazall G Cgladl sy c§9alll Gl duas duga) Whlge e @laddl -14

[2 delus]din puud S Olodle 1 cdaludl cdoyas &b oyo 1yl U1 e Lyl -1
2 delis cidadll Jazmlly sl Jazmly duyad) Alazell aludly doyall dlazddl d3yan -2
2 delu cdue 8 gl ddupl i elguw 10heY O8> e Byaddl -3

2 delu ( MeYlg dmsall o o 1)l Jaall Il d3ynn -4

2 delu sl o3l G o gya)l Jaddl Il ddyme -5

2 delw egpaill Gy g0 gyl Jad)l CJUa) ddyae -6

2 deluw (il 8,55 g duall LS By -7

2 asbs o801 § Bl Clodle A3pa0 -8

2 delus Biag)l puuy delsd @la3 -9

2 deluo ¢db gurally (o goyall sl LS &yl e CByaxll -10

2 del ¢ OLSlg cpalSiall (s dasladl sUasl @ Jas Vg J8 -11

2 delu (g5l Qo] gale d8yme -12

2 asli (JLaSY gl golo ddpae -13

Indicative Contents
dolin Y wlgisad!




2 el copalatall G Q gkl puig e 9alll B9l dunid 1dga) Whlgo platll  -14

Learning and Teaching Strategies

oty el ol el

Sylaall e aSjlaall o OMall aumad (p Bl 00 05 (3 L e (B! syl dmslin)
Strategies B9l S (3 Lgarwgiy (il pSail Whlge (ruws ge ¢ douall Bypall anluSy (g, eI (3
ad) ylaxl] 193l & il UM (a9 Audelatl] drarkadl) galnly Jguadl! IS (0 3 34525 piaer

all 065 (@I Ol 3T dasdl jan pesals &

Student Workload (SWL)
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Structured SWL (h/sem) 33 Structured SWL (h/w) 5
)l I Jlall plasiall gyl o) b gend CUall laiiall (bl ol

Unstructured SWL (h/sem) 17 Unstructured SWL (h/w) 1
duadl 3 LIl plaziadl p golydll Jozd! b genl Ul plaiiall e gyl Josull

Total SWL (h/sem)
ol M5 CIUal U1 gyl Jass)

50

Module Evaluation

Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
Quizzes 3 15% (15) 5and 10 LO #1, #2 and #10, #11
Formative
Assignments 3 15% (15) 2 and 12 LO #3, #4 and #6, #7
assessment
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered
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Learning and Teaching Resources
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Text Available in the Library?
Required Texts 20066451 dadall "dulys oy Al " Glue ((dnyd ¢y no
Recommended ) . o
2000 4:\)).’.” asJl 4.5.93wl.w})|" IR NVESRFRY TS No
Texts )
Websites




Grading Scheme

Gl labases

Group Grade geRt Marks % | Definition

A - Excellent sl 90 - 100 Outstanding Performance

B - Very Good I dae 80 -89 Above average with some errors
(Ssu(;:tie:;oc)iroup C - Good dax 70-79 Sound work with notable errors

D - Satisfactory Jaugie 60 - 69 Fair but with major shortcomings

E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwsly | (45-49) More work required but credit awarded
(0-49) F - Fail el (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic
rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
Ly ! Bledl o glas

Module Title Elementary Statistics 11 Module Delivery
Module Type Core Theory
Module Code STAT107 X Lecture
[ Lab
ECTS Credits 7 Tutorial
[ Practical
SWL (hr/sem) 175 [1 Seminar
Module Level UGl Semester of Delivery 2
Administering Department STAT College CSM
Module Leader Khairy Badal Rasheed e-mail Khairy-stat@uomosul.edu.iq
Module Leader’s Acad. Title Lecture Module Leader’s Qualification Msc.
Module Tutor Shaimaa Waleed Mahmood e-mail shaimaa.waleed@uomosul.edu.ig
Peer Reviewer Name Name e-mail E-mail
Scientific Committee Approval 10/06/2023 Version Number 1.0
Date
Relation with other Modules
szﬁ-g)ﬂ dw! | .)‘3,0.” o 43MaJl
Prerequisite module None Semester
Co-requisites module None Semester
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Module Aims, Learning Outcomes and Indicative Contents
LalinYl Olgisally phasll gL g drwslyldl B3l Colual

1- Give the learner the statistical skills that enable him to work in the fields of
engineering, calculating probabilities and linear equations.

2- The subject of statistics is a digital language and an art to express the
variables and numbers accurately, and thus enables the student to benefit
from this subject in the engineering and arithmetic transactions that are
important to him in most fields of life.

3- Statistics course aims to develop ways and means of thinking and how to
deal with various problems.

4- Trying to think in sound ways and methods, specifically in solving
problems and thus improving and developing society.

Module Objectives
Gyl Baladl Colua]

1- Understand the fundamental concepts and principles of statistics, including
data types, measurement scales, and sampling methods.

2- Interpret and analyze data using descriptive statistical measures, such as
measures of central tendency (mean, median, mode) and measures of
variability (range, variance, standard deviation).

3- Apply probability theory to analyze and make predictions about uncertain
events, including calculating probabilities and understanding the laws of

Module Learning probability.

Outcomes 4- Utilize basic principles of statistical inference to draw conclusions about a
population based on sample data, including hypothesis testing and

Balel) @latll lry3ee confidence intervals.

Ayl 5- Apply appropriate statistical techniques for analyzing relationships between

variables, including correlation analysis and simple linear regression.

6- Understand and interpret the results of statistical software output and
graphical representations.

7- Communicate statistical findings and interpretations effectively, both orally
and in written form.

8- Develop critical thinking and problem-solving skills in the context of
statistical analysis and interpretation.

1- familiarize students with the basics of statistics, its fields of application.

2- the statistical method in scientific research, methods of data collection

3- classification and presentation for the purpose of obtaining the necessary

Indicative Contents information to make appropriate decisions and the possibility of using this
LolayY ©bgiall data in prediction, in addition to developing students.

4- skills in research design method.

5- bringing the student to a level where he has the ability to interpret the

results and turn them into a practical reality.




Learning and Teaching Strategies

oty @l il el

The main strategy that will be adopted in delivering this module is to
encourage students’ participation in the exercises, while at the same time
refining and expanding their critical thinking skills. This will be achieved

Strategies . . . o .
= through classes, interactive tutorials and by considering types of simple
experiments involving some sampling activities that are interesting to the
students in the statistical methods.
Student Workload (SWL)
le guusl VO J O g0 JUal L"S‘*’b‘J‘J‘ Jed|
Structured SWL (h/sem) 93 Structured SWL (h/w) 6
el M CIal elatiedl (gehyldl Josxd! L gl el platiall gyl ol
Unstructured SWL (h/sem) 2> Unstructured SWL (h/w) c
i)l INs Il elaiall 48 gubldl Josdl b gl Uall platiall e oyl Jasdll
Total SWL (h/sem) 175
el I CIlal) ST gyl Joasxll

Module Evaluation
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Relevant Learnin
Time/Number Weight (Marks) Week Due g
Outcome
Quizzes 2 20% (20) 5and 10 LO #1, #2 and #4
Formative =
Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment
Report 1 10% (10) 13 All
SRR Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Week1 | Multiple correlation coefficient
Week2 | partjal correlation coefficient
Week3 | Simple linear regression
Week4 | Multiple linear regression
Week5 | Testing of hypotheses
Week 6 | Type one and two error
Week7 | 7 _test (one sample)
Week8 | 7 _test (two samples)
Week9 | { _test (one sample)
Week10 |t _test (two samples)
Week 11 |  _test (paired samples)
Week 12 | confidence Intervals
Week 13 | ANOVA{Analysis of variance (part 1) }
Week 14 | ANOVA{Analysis of variance (part 1) }
Week 15 | preparatory week before the final Exam
Week 16 | preparatory week before the final Exam
Delivery Plan (Weekly Lab. Syllabus)
sall (£ gd il
Material Covered
Week 1
Week 2
Week 3
Week 4
Week 5
Week 6
Week 7




Learning and Teaching Resources
U"’:’J"\'ﬁb M‘J.}w

Available in the Library?
Required Texts Elementary Statistics (2007), Allan Bluman. Yes
Recommended Texts | Basics of Statistics (1995), Jarkko Isolalo. Yes
Websites
Grading Scheme
oyl Jabaseo
Group Grade sl Marks % Definition
A - Excellent Sl 90- 100 Outstanding Performance
B - Very Good (SESNVES 80-89 Above average with some errors
(Ssuocc-:els;oc)iroup C-Good BVES 70-79 Sound work with notable errors
D - Satisfactory wgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgstn 50-59 Work meets minimum criteria
Fail Group FX - Fail (A laadl 08) cwly | (45-49) More work required but credit awarded
(0-49) F - Fail cwly (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM

Module Information

sl U1 3Ll ol glas
Module Title Calculus 11 Module Delivery
Module Type Basic X Theory
Module Code STAT108 X Lecture

] Lab
ECTS Credits 7 Tutorial

[J Practical
SWL (hr/sem) 175 [0 Seminar
Module Level UGl Semester of Delivery 2
Administering Department STAT College CSM

Module Leader

Dr. Heyam Abed Al-Majeed Hayawi

e-mail

he.hayawi@uomosul.edu.iq

Module Leader’s Acad. Title

Assistant Prof.

Module Leader’s Qualification

Ph.D.

Module Tutor

Dr. Noorsal Ahmed Zeenalabiden e-mail zeennorsal@uomosul.edu.ig
Peer Reviewer Name e-mail E-mail
Scientific Committee Approval Date 10/06/2023 Version Number 1.0
Relation with other Modules
S duwl I 3l gall ao A3l
Prerequisite module None Semester
Co-requisites module None Semester
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Module Aims, Learning Outcomes and Indicative Contents

Lol I Ol gizmally @lad] 7515 9 deasl A1 Balal) Bl

Module Objectives
el 1 BolJI CBlua]

The goal of this course is to the goal of this course is to further your
understanding and appreciation of calculus as calculus I.

Module Learning
Outcomes

Soled) @lasdl Ol> 3en
el I

1. Being able to use the integration techniques such as integration by
parts, trigonometric Substitution, and partial Fractions.

2. Gaining the ability to evaluate improper integrals where one of the
limits of integration is infinite or not continuous.

3. Understanding the moments and centers of mass. Being able to find
the balancing point of a planar area, or lamina.

4. Understanding the infinite series and their connection to the
functions.

5. Defining infinite series is perhaps the most important topic in
Calculus Il. The concept of infinite series is based on sequences.

6. Being able to approximate a function with a polynomial to linear
form.

7. Defining vectors and their properties.

Indicative Contents

dola Y ol gisead|

Part A - Techniques of Integration

In this part, students learn various techniques to evaluate integrals more
effectively. They explore methods such as integration by substitution,
integration by parts, and trigonometric and hyperbolic substitutions. They
also delve into partial fraction decomposition, which involves breaking
down rational functions into simpler fractions. [42 hrs.]

Part B - Infinite Series

Infinite series plays a significant role in Calculus Il. Students investigate the
convergence and divergence of series and learn about important series,
such as geometric series. Additionally, they encounter power series and
Taylor series, which expand functions as infinite polynomials. [30 hrs.]

Part C - Vectors

Vectors and their properties are examined in this part. Students learn about
vector operations, including addition, subtraction, and scalar
multiplication. They explore the dot product and cross product,
understanding their geometric and algebraic interpretations. [12 hrs.]

Part D - Moments, Centers of Mass

The students understand how to calculate moments using the cross-
product and explore the concept of moments in different contexts.
Students study the definition of the center of mass.[6 hrs.]




Learning and Teaching Strategies

olatll g @hatd] bl el

Preparing Prerequisite Knowledge, begin each topic with real-world
examples and applications to demonstrate the relevance and
practicality of calculus to Encourage students to explore how calculus
concepts are applied in various fields, such as statistics and computer

Strategies science. Providing timely feedback on student work to identify,
address errors, and reinforce learning through quizzes. Promoting
collaborative learning by assigning problem-solving tasks. Encourage
students to work together, explain concepts to their peers, and engage
in collaborative problem-solving.

Student Workload (SWL)
Lc-y.w‘ \OJ&..)M;_AJLE.U@NU,U\JA:&

Structured SWL (h/sem) 93 Structured SWL (h/w) 6

Jraddl s CIUal elasiadl (gl 1 Joel e gl CIUal) @latindl gl pAI1 Josrll

Unstructured SWL (h/sem) Unstructured SWL (h/w)

. , uctu w
d)l:>-pJUaU M|J}£@~|)ﬂ| d‘“"” 82 l:d;ﬁwik./.]w L. ‘&w‘ﬂ‘ | 5
a0 - edaial < Jozd
Total SWL (h/sem) 175
JAA"’J‘ d)l> L,JUQJJ 9&)| @”‘J”‘ JA;:_H
Module Evaluation
Al yJ1 3oL ‘o.u.lﬁ
Relevant
Time/Number Weight (Marks) Week Due | Learning
Outcome
Quizzes 2 15% (15) 5,12 LO #1- #4
Formative Assignments 4 15% (15) 36,10,and | 543 4y
assessment 13
Report 1 10% (10) 13 All
Midterm Exam 2hr 10% (10) 7 LO#1 -#7




::;’;::;‘:‘et Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
Sl (£ gl 7l
Week Material Covered
Week 1 Basic Functions of Calculus and Limits.
Week 2 Trigonometric Integrals
Week 3 Integration by Parts,
Week 4 Integration by Trigonometric Substitution
Week 5 Integration by Partial Fractions
Week 6 applications of Integration methods
Week 7 Mid-term Exam + Improper Integrals
Week 8 Moments, Centers of Mass, and Centroids
Week 9 Sequences and Limits
Week 10 | Infinite Series—Geometric Series
Week 11 | Series, Divergence, and
Week 12 | Taylor Polynomials and Approximations
Week 13 | Power Series and Intervals of Convergence
Week 14 | Vectors in the Plane
Week 15 | The Dot Product of Two Vectors
Week 16 | Preparatory week before the final Exam




Learning and Teaching Resources

w)x;th P.ij,'l Plas

Available in
Text
the Library?
Required Texts NO No
Understanding Calculus Il: Problems, Solutions, and
Recommended
.- Tips, by Professor Bruce H. Edwards, University of No
exts
Florida, 2013.
Websites
Grading Scheme
Group Grade adaxd| Marks % | Definition
A - Excellent el 90-100 | Outstanding Performance
B - Very Good I du 80-89 Above average with some errors
Success
Group C - Good BVES 70-79 Sound work with notable errors
(50 - 100) ] . . . .
D - Satisfactory b gio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgade 50-59 Work meets minimum criteria
. . More work required but credit
FX - Fail ol (Alnal 13) | (45-49) work required but credi
Fail Group awarded
(0-49) F — Fail el (0-44) Cons.iderable amount of work
required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for
example a mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The
University has a policy NOT to condone "near-pass fails" so the only adjustment to marks awarded by
the original marker(s) will be the automatic rounding outlined above.




MODULE DESCRIPTION FORM

Module Information

dsd Hal) alall e glza

Module Title Information Technology Module Delivery
Module Type Basic Theory

Lecture
Module Code STAT109 X Lab
ECTS Credits 6 [ Tutorial

O Practical
SWL (hr/sem) 150 O Seminar
Module Level UGl Semester of Delivery 2
Administering Department STAT College CSM
Module Leader Dr. Alla Abd AlStaar Hamoodat e-mail allahamoodat@uomosul.edu.iq
Module Leader’s Acad. Title Lecturer Module Leader’s Qualification Dr.
Module Tutor Husham Y. A. Alameen e-mail hisham.alameen@uomosul.edu.iq
Peer Reviewer Name e-mail
;:::tmc OISR AL 10/06/2023 Version Number 1.0

Relation with other Modules

AN Al Hal o sl ae 28D

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
A3L5 )Y by gimall g alacil) il 5 Agud Hall Balall Cilaa

Module Objectives
oAl salddl Calaal

1.

Improved Communication: Fast communication can help increase productivity,
allow for better business decisions and facilitate company expansion into new
regions or countries. The movement of information within organizations or
companies has become instantaneous. Employees can easily transfer data across
departments without any interruption. Tools such as email, electronic fax, mobile
phones, and text messages enhance the movement of information data between
employees, customers, and business partners or suppliers, allowing for greater
connectivity across internal and external structures.

e Improved Communication: Fast communication can help increase productivity,
allow for better business decisions and facilitate company expansion into new
regions or countries. The movement of information within organizations or
companies has become instantaneous. Employees can easily transfer data across
departments without any interruption. Tools such as email, electronic fax, mobile
phones, and text messages enhance the movement of information data between
employees, customers, and business partners or suppliers, allowing for greater
connectivity across internal and external structures.

Work: Streamlined workflow systems, shared storage, and collaborative
workspaces can increase business efficiency and allow employees to process a
greater level of work in a shorter period of time. Information technology systems
can be used to automate routine tasks, to facilitate data analysis and to store data
in a way that can be easily retrieved for future use. Technology can also be used
to answer customer questions through email, in a real-time chat session, or
through a phone routing system that connects the customer to an available
customer service agent.

Cost Reduction and Economic Efficiency: Communication technology and social
technology have made business promotion and product launch affordable. Many
small businesses have found ways to use social technology to increase their brand
awareness and get more customers for less. In business, factors such as operating
cost play an important role in business development and growth. So when
companies use information technology to reduce operating costs, the return on
investment will increase, which will lead to business growth.

Module Learning
Outcomes

Al Hall 3alell aladl) il 3

Enhancing the ability of information technology to adapt and respond to the
multiple, renewable and constantly changing needs of all parties benefiting from
the outputs of the information system, especially the university leaders in the
researched university, and thus enables information technology to carry out its
work efficiently and effectively. Predicting the studied phenomenon in the future
by means of Box-Jenkins model.

Employing information technologies in the axes of the educational process worked
to build a bridge of vital communication between faculty members and all sources
of the educational process, and this necessarily means facilitating the teacher's
task in delivering information to the student within an interactive technical
environment, and information technologies provide multiple sources in order to




obtain information Whether it is from sources within the university or from the
Internet and the educational technologies it contains.

Indicative Contents
Lol V) il giaal)

Although the information technology specialization is one of the most demanded fields
currently in all global markets, some specializations range from stagnant to saturated
and required, so you should study the market well before choosing a specialization.
But if you are looking for the best majors that have a future in the field of information
technology, then they are as follows:

Network security major in programming - software engineering - 3D printing - data
science major - Artificial Intelligence - Computer Science - Aerospace Engineering

Learning and Teaching Strategies

asdail) g alall i) il

Strategies

The main strategy that will be adopted in delivering this module is to encourage
students’ participation in the exercises, while at the same time refining and expanding
their critical thinking skills. This will be achieved through classes, interactive tutorials
by Using appropriate teaching strategies and methods and teaching aids to develop
thinking skills.

Student Workload (SWL)

Structured SWL (h/sem) 63 Structured SWL (h/w) s
Jeadl) P Ul adaiiadl ol jall Jasll e ol Callall aliiall ol 5all Jasl

Unstructured SWL (h/sem) g7 Unstructured SWL (h/w) 6
Jeail) YA Il plaiiall pe ol Jeal Lo yaud Calllall pliiall e aall Jaal

Total SWL (h/sem) 150

Jumdll & UL ISl 51 S

Module Evaluation
:L)u\)ﬂ\ 3alall ?.'.‘:‘33

. . Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
Quizzes 2 10% (10) 5and 10 All
Formative Assignments 2 10% (10) 2and 12 All
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 All




Summative Midterm Exam 2hr 10% (10) 7 All
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
bkl e ) #leiall
Material Covered
Getting to know the computer and the history of its stages of development - indicating the types of
Weelc1 computers - installing the computer - defining the physical parts
Week 2 Data entry units and data output units to the computer - The central processing unit and its tasks
Week 3 Primary and secondary memories - Types of displays
Week 4 Software
Week 5 Computer operating systems
Week 6 Low-level languages and high-level languages
Week 7 Service application software
Getting to know the Word program - How to open or run the program - Transforming the Word
Week program interface - Word program menus.
Week 9 Home Toolbar - Home Page Insert Menu - Toolbar - Insert Menu - Page Layout
Microsoft Excel - the most common uses of the Excel program - opening the Excel program - closing
Weelc10 the Excel program - an explanation of the main toolbar of the Excel program
Entering data in Excel program - how to navigate in a worksheet - inserting a function from the
Weelc11 ready-made functions into a cell - examples - shading cells - clearing cells
The basics of building a POWER POINT presentation - entering the program and the program
Week 12
interface - creating a new presentation
Open a presentation file - save a presentation - insert a new slide - add shapes to the slide - slide
Weelc13 margins - slide design - add animations to the slide
Week 14 | Internet - services provided by the Internet - keywords, comprehensive search engines
Week 15 | Create an E-mail
Week 16 | Preparatory week before the final Exam




Delivery Plan (Weekly Lab. Syllabus)
iaall e gl mleial)

Material Covered

Lab 1 Word applications

Lab 2 Applications on Excel

Lab 3 Power Point applications

Lab 4 E-mail applications

Learning and Teaching Resources
u;:\‘)ﬂ‘} (-Jzﬂ\ JJL».AA

Text Available in the Library?
Required Texts Fundamentals of Information Technology Yes
Glend Gay and Ronald B., "Information Technology", 3 rd Ed,
Recommended
CSEC,0UP Oxford ,2019. Yes
Texts
Websites
Grading Scheme
Group Grade previi Marks % | Definition
A - Excellent bl 90- 100 Outstanding Performance
B - Very Good [AENRYEN 80-89 Above average with some errors
(Ssuocc_:els;oc)iroup C-Good S 70-79 Sound work with notable errors
D - Satisfactory dos gia 60 - 69 Fair but with major shortcomings
E - Sufficient e 50-59 Work meets minimum criteria
Fail Group FX — Fail (el 28) i ) | (45-49) More work required but credit awarded
(0-49) F - Fail il (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic
rounding outlined above.




MODULE DESCRIPTION FORM

Module Information
dsd Hal) alall e glza

Module Title MATLAB prog ramming Module Delivery
Module Type Basic Theory

Lect
Module Code Stat110 ecture

X Lab
ECTS Credits 6 O Tutorial

[ Practical
SWL (hr/sem) 150 [ Seminar
Module Level UGl Semester of Delivery 2
Administering Department STAT College CSM

Module Leader Hyllaa Anas Abdul-Majeed e-mail hyllaa.77@uomosul.edu.iq
Module Leader’s Acad. Title Lecturer Module Leader’s Qualification MSc.
Module Tutor e-mail

Peer Reviewer Name e-mail

Scientific Committee Approval 10/06/2023 Version Number 10

Date

Relation with other Modules

LAY Al Hall o sall ae 28D

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents

A5 )Y il simall 5 alacil) il g Apud Hall Balal) Cilaal

1. 1- Perform complex calculations very quickly
2. 2- Derivation of logarithms

Module Objectives 3. 3- Simulation and design of various systems in all branches of science and
oAl alall Calaal industry
4. 4- Data analysis and exploration
5. 5- Drawing in two and three dimensions (2D-3D)
6. 6-solve problems that are difficult for the researcher to do in the usual ways
1. Know the basic axioms of the MATLAB language.
2. The ability to operate the system and identify its windows.
3. The ability to write and implement simple programs.
4. The ability of the MATLAB program to perform mathematical operations in
vectors or matrices.
5. Identify ready-made instructions for solving problems or programming them.

Module Learning

Outcomes
Al pall salell alatll s A

6. The possibility of writing programs in the MATLAB language when the classical
methods fail to solve them.

8. The possibility of solving problems in MATLAB language, including numerical
solutions

9. Develop skill in dealing with programs similar to MATLAB.

10. Encourage the student to look at books and extract information from them

11. One of the most important outputs is building a basic base for the student to
move to future stages of subjects in which probability theory is a basis.

Indicative Contents
Ll Y iy siaal)

Part - Introduction to the MATLAB

Introduction to the MATLAB program and the Windows program, clarifying some
important instructions and commands, writing data in the program, matrices in the
matlab program, and creating matrices based on the instructions. [12 hrs]

Part - Create matrices in MATLAB

Writing the matrix in the program, some instructions used in the matrix, creating a
row, column, or vector matrix with consecutive elements, some other instructions for
creating matrices finding the inverse, determinant, and rank of the matrix in matlab,
and reshaping matrices. [12 hrs]

Part — Algebraic operations in matlab

Algebraic operations on matrices in matlab, matrix elevation, finding the square root
of a matrix and also boolean signs in matlab. [12 hrs]

Part - Boolean directives in MATLAB

Using (and), (or) between arrays whose elements are (1,0), and how to write input
and output statements. [12 hrs]

Part - Writing programs in MATLAB language

And how to write a simple program based on writing the program using (for -end),
drawing in MATLAB, conditional cases (if-end), using dashes (for the end) and (if the
end) together. [15 hrs]




Learning and Teaching Strategies

asdacil) g alell cilaag) il

The main strategy that will be adopted in providing solutions to some of the
problems that the student faces in solving them when they cannot be solved by
classical methods, by programming these solutions to reach the best solution
depending on the programming language, including the MATLAB language that is
commonly used in scientific departments, including statistics, and in the applied
Strategies fields of the market Work as well as gain skills in developing solutions by encouraging
students to participate in exercises, while improving and expanding critical thinking
skills at the same time. This will be achieved through classes and interactive
educational programs by identifying the directives of the MATLAB language program
and getting to know the system of the system so that the student acquires the skill in
programming to benefit from in the field of his studies, primary and higher

Student Workload (SWL)

Structured SWL (h/sem) 63 Structured SWL (h/w) 4
Jaadl) A lUall alaiial) ol all Jasl) Lo sausl alUall alaiiall sl all Jaal

Unstructured SWL (h/sem) g7 Unstructured SWL (h/w) c
Juadl) P Qlall alaiiadl e ol jall Jasll Lo sausd alUall aluiiall e sl all Jaal

Total SWL (h/sem)
Juaill JMa Gl ISl 5l Jasl)

150

Module Evaluation
3.:\.;.»\)3]\ 3alal) ?7553

Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
Quizzes 2 15% (15) 3and9 LO #1, #2 AND #4, #5, #6
Formative
Assignments 2 15% (15) 4and 12 LO #3, #4 and #7
assessment
Report 1 10% (10) 13 LO #9
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #10
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)
@Bl o g zleiall

Material Covered

Week 1 Introduction to the MATLAB program and the Windows program, clarification of some important
instructions and commands, and writing data in the program

Week 2 Matrices in the MATLAB program, and methods of writing the matrix in the program

Week3 | some instructions used in the matrix

Week 4 Creates a row, column, or matrix vector with consecutive elements, and Create matrices based on
instructions

Week 5 Mid-term Exam + Some other instructions for creating matrices

Week 6 Finding the inverse, determinant, and rank of a matrix in MATLAB , and reshaping matrices

Week 7 Adding new elements to the matrix, deleting some elements of the matrix, and changing the values
of some elements of the matrix and submatrix

Week 8 Algebraic operations on matrices in the MATLAB program, raising the matrix, finding the square root
of the matrix and also logical signs in the MATLAB program

Week 9 Using (and), (or) between matrices whose elements are (1,0), and how to write input and output
sentences

Week 10 | |50ps, and how to write a simple program

Week 11 | \yriting the program using (for -end)

Week 12 | \jid-term Exam +Drawing in MATLAB

Week 13 | conditional (if-end) cases

Week 14 | (sing the (for-end) and (if-end) conditionals together

Week 15 | ;se loop(while-end)

Week 16 | preparatory week before the final Exam

Delivery Plan (Weekly Lab. Syllabus)
idl L;G}gu\ﬂ GL@.LJ\

Material Covered

Week 1 Lab 1: Introduction to MATLAB and its main windows and writing data in the program

Week 2 Lab 2: Application examples for Matrices in the MATLAB program, and methods of writing the
matrix in the program

Week 3 Lab 3: Application examples for Some instructions used in the matrix

Week 4 Lab 4: Application examples for Creates a row, column, or matrix vector with consecutive elements,
and Create matrices based on instructions

Week 5 Lab 5: Application examples for Some other instructions for creating matrices

Week 6 Lab 6: Application examples for Finding the inverse, determinant, and rank of a matrix in MATLAB,
and reshaping matrices

Week 7 Lab 7: Application examples for Adding new elements to the matrix, deleting some elements of the
matrix, and changing the values of some elements of the matrix and submatrix

Week 8 Lab 8: Application examples for Algebraic operations on matrices in the MATLAB program, raising




the matrix, finding the square root of the matrix and also logical signs in the MATLAB program

Week 9 Lab 9: Application examples for Using (and), (or) between matrices whose elements are (1,0), and
how to write input and output sentences
Week 10 Lab 10: Application examples for loops, and how to write a simple program

Week 11 Lab 11: Application examples for Writing the program using (for -end)

Week 12 Lab 12: Application examples for Drawing in MATLAB

Week 13 Lab 13: Application examples for Conditional (if-end) cases

Week 14 Lab 14: Application examples for Using the (for-end) and (if-end) conditionals together

Week 15 Lab 15: Application examples for use loop(while-end)

Learning and Teaching Resources
U"‘:’Jﬂ‘J elaﬂ\ J.JLAA

Text Available in the Library?

Required Texts

Recommended .
2004 (Jgeid) ol cprenls ¢ "&aaa)l Jgldl MATLAB. @oliadas”
Texts
Websites
Grading Scheme
Gilaall lalads
Group Grade gl Marks % | Definition
A - Excellent Ol 90-100 Outstanding Performance
B - Very Good [SENRYEN 80-89 Above average with some errors
(Ssu(;:fels;oG)roup C-Good NEEN 70-79 Sound work with notable errors
D - Satisfactory dos gia 60— 69 Fair but with major shortcomings
E - Sufficient J siba 50-59 Work meets minimum criteria
Fail Group FX - Fail (Aallaall a8) il ) | (45-49) More work required but credit awarded
(0-49) F - Fail el (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM

duwhyddl Boledl Cauog i ged

Module Information
Ayl Boladl lo glae

Module Title Eng lish Language Module Delivery
Module Type Support Theory

X Lecture
Module Code STAT111 O Lab
ECTS Credits 2 [ Tutorial

O Practical
SWL (hr/sem) 50 [0 Seminar
Module Level UGl Semester of Delivery 2
Administering Department STAT College CSM
Module Leader Zainab Qusay Ahmed Taqi e-mail Zainab.g@uomosul.edu.iq
Module Leader’s Acad. Title Asst. lecturer Module Leader’s Qualification MSc.
Module Tutor e-mail
Peer Reviewer Name e-mail
IS)cai::tific I I 11/06/2023 Version Number 1.0

Relation with other Modules

3 daslyll Sl gall ao A8

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
LalinYl Olgisally phasll gL g drwslyldl B3l Colual

Module Objectives To be able to speak English fluently and accurately.

Ayl Bokel] Colaa] To think in English and then speak.

To be able to talk in English.
To be able to compose freely and independently in speech and writing.
To be able to read books with understanding.

A o

To address grammar issues that students encounter in their daily speech,
writing, reading and listening

2. To address the issue of grammatical errors that affect effective
communication

Module Learning 3. Toimprove your reading skills through the practice of vocabulary

Outcomes enrichment, reading comprehension exercises, speed reading strategies,
written responses, discussions, and reflections

R{WNURNESURUIEJES 4. Recognize the structure and organization of paragraphs,

duwslyd) 5. Use strategies to think critically about reading and use appropriate

technology to enhance reading comprehension, reading speed, and
vocabulary development
6. Develop the writing skill.

Indicative content includes the following.

Introduction: about new headway pre-intermediate plus [1 hrs]
Tenses: past-present-future, wh- questions. Vocabulary- using a bilingual
dictionary, reading (communication). Everyday English (social expressions) [9 hrs]

Grammar: Review about tenses, Present tenses, have and have got. Vocabulary:

INdiCativelConTants about (daily life), listening and match between verb and nouns. Practices about simple

Aol Y1 wlgisead|

present and present continuous, Reading: about living in the USA. Social expressions
about every day English. [8 hrs]

Past tenses, simple past and past continuous, practice, Reading and listening, regular
and irregular verbs. Vocabulary: about N.- V.- Adj. endings. Everyday English (time
expressions). [6hrs]

Grammar: the quantities, also about Something/someone/somewhere, practices.
Reading: about markets, practices. [6 hrs]




Learning and Teaching Strategies

oty @l il el

- The main strategy that will be adopted in developing the four skills:
The skill of speaking,
The skill of reading,

Strategies The skill of writing,

The skill of listening,

Also, enable the students for the use of grammar correctly,

Student Workload (SWL)
L6 gaanl 10 gauzmn CIUall gl Jazell

Structured SWL (h/sem) 33 Structured SWL (h/w) 5
Juad)l s (el elaiall (gwhydl Jozsll b ol G @laziall (gulyd! Josxdl
Unstructured SWL (h/sem) 17 Unstructured SWL (h/w) .
el U3 LIl elaziedl e (quhldl Joxdl bee gl el latiall pe gubydl Josell
Total SWL (h/sem)
dwadl s Il k“,,J&H bl Jo! >0

Module Evaluation

Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
Quizzes 3 15% (15) 49and 11 | LO#1, #2 and #5
Formative
Assignments 3 15% (15) 2,10 and 13 | LO #3, #4 and #6
assessment
Report 1 10% (10) 13 LO #1, #4
Summative Midterm Exam 1hr 10% (10) 7 LO #1 - #5
assessment Final Exam 2hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)
Sl (£ 90l 7 lgial!

Material Covered

Week 1 Introduction: new headway pre-intermediate plus
Week 2 Grammar: Tenses, wh- questions, practices.
Week 3 Vocabulary- how to use a bilingual dictionary, reading about (communication)
Week4 | Everyday English (social expressions), listening, practices.
Week 5 Grammar: Present tenses, have and have got, practices.
Week 6 Vocabulary about (daily life), listening and match between vocabularies, practices.
Week 7 Mid-term Exam.
Week 8 simple present and present continuous, practices, reading about living in the USA.
Week 9 Social expressions about every day English, practices.
Week 10 | Grammar: simple past and past continuous tenses, practices.
Week 11 | Reading and listening, regular and irregular verbs, practices.
Week 12 Vocabulary: about N.- V.- Adj. endings, practices, Everyday English (time expressions), practices.
Week 13 | Grammar: guantity (some, many, any, much, few,.... ), practice.
Week 14 | Grammar: about Something/someone/somewhere, practices.
Week 15 | Reading: about markets, practices.
Week 16 | Preparatory week before the final Exam
Delivery Plan (Weekly Lab. Syllabus)
el Lf—y—wl" EL@.;.AJ‘
Material Covered
Week 1 None
Week 2 None
Week 3 None
Week 4 None
Week 5 None
Week 6 None
Week 7 None




Learning and Teaching Resources
U‘”.‘.’J"\ﬂb M\)sw

Text Available in the Library?
Headway pre-intermediate plus student's book. (John and
Required Texts Yes
Liz Soars)
Recommended
Headway pre-intermediate plus work's book Yes
Texts
Websites
Grading Scheme
lomyll Jabaseo
Group Grade ydaxll Marks % | Definition
A - Excellent Sl 90-100 Outstanding Performance
B - Very Good I da 80-89 Above average with some errors
(S:;felsgoG)roup C- Good dax 70-79 Sound work with notable errors
D - Satisfactory Jawgin 60 - 69 Fair but with major shortcomings
E - Sufficient Jgude 50-59 Work meets minimum criteria
Fail Group FX - Fail (A laadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail Gl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic
rounding outlined above.




MODULE DESCRIPTION FORM
duwhyddl Boledl Cauog i ged

Module Information
Loy l)) B3Le) olo glaa

Module Title Democracy Module Delivery
Module Type Support X Theory
Lecture
Module Code STAT112
O Lab
ECTS Credits 2 [ Tutorial
[ Practical
SWL (hr/sem) 30 O Seminar
Module Level UGl Semester of Delivery 2
Administering Department STAT College CSM
Module Leader Fidaa Ziyad Hasan e-mail Fidaa-law@uomosul.edu.iq
Module Leader’s Acad. Title Assistant Lecturer Module Leader’s Qualification MSc.
Module Tutor e-mail
Peer Reviewer Name e-mail
Scientific Committee Approval 10/06/2023 Version Number 10
Date
Relation with other Modules
3] Ayl Sl gall o A8all
Prerequisite module None Semester
Co-requisites module None Semester

Module Aims, Learning Outcomes and Indicative Contents

LoliyYl Sbgizally plat)l g5 duwshylll 85l Sl

Module Objectives
Gyl Baladl Colua]

G dapgled U1 blardll pladl e Cpall pe gl odly pllai dyan 90 (ooluad) gl O
ol e Bpaill e Miad Apud! L)l Ggizg. ©by=lly Geamll OlasaS dag elall Jgl
92 bl saaill O &aSy @Blgly el bog kg Lgbog & A8ymng duboliiayll (raod 46 93lA))
U3 BBlmag cpdylall dxgoll Claanyl Uiy (5,31 Bl Ll dublyiesddl Gasd by & d>lg
D e 05 dbliasdl 3a (olasl Olg bl Hlgaxlby duaes 8)g4ms DB dllang d5laiiL

«Bgaodly Bluadl el 3ass <l Ao (p 055 @ Ol Ggi> pli!

Module Learning

Bsal 3 Jaally ol ealas ygd oadll J) ol lall Ablaall psgis mb o Lodis




Outcomes

RWNURNESURUIEJE S
)yl

edlae e clld ey cuibolgall (Soludy 0Pl Bobuw Cu dellundl dclaixl Bladly wlxlglly
poki e Mad dSlaily dglg 8,58 e Ladl jas oblgelly OludYl Ggi> pli>l e pad Oluylany
polkily slow d> Lo diwludly ducloizdl Ll ‘_g el ey A diwwylang sth.mﬂ Gl doggo

stL«.m.” PS;J\ 815l cudlinlg den bl dodadY1 aed L3 4 sth.ou\ 6;9.”

Indicative Contents
Lol Ol giall

,L‘?lglaog“s.\hiv)}” Syieeall crouais

EASIRTUR WU IPOVT-IN Y PN
waibasdly OB ¢ oldall pogasll £5ils (3ke cpalud! Joliall plail dolBY dousyl @b gSal
[4=ls 20] .

o i)l Ul Sblass - L eyl

[l 20] giashins bl @119 dogal] )30 - 8 4beall ddolyias ) — Joliias (Sl 900

:Lfbb.fuxg..\]\ pladl 4.8y &,Sallg Al | 1SS p0ll - z ==
Luaozdl) (qudoall pladdl — Jaliseell pladdl — (oul)dl plasti— Lol pladl) — ! pladll J8Lal
[delu 35] . (dem 201

Learning and Teaching Strategies

ouatlly eard] b el

Strategies

ol (B Aababiaall 4 daldll Glbasl i) el

Adle i Glgay e bl allaill Zaale raladl Ul Capes sdalell Zmglia) .1
Jees Al o 4 Sally Ganloaad) 3l Faaaly Tuins o giage (g Aty daale s dulusls
o) Sl Dy eld] st

Coagll e s Lo Ul S dpke B g GlaaY eadl g8 Al LadlpuN] 2
Cagur ) oilshy abianll aUaill Lddall cpeliad) ) olad¥) 4mgi PA (e lal)
48y daagi b dalall 5ahY) 50 dnaal e Dlad due laia¥ly dalai®) Y laall Je (uSais

aubiad) Ggiall Lujles DA (e oal)




Student Workload (SWL)

LCW| Vol O gm0 g,JUa.U L?”bJJ‘ Jo=d

Structured SWL (h/sem)

i)l I3l CIUal) @haziall gwhll Jood!

33

Structured SWL (h/w)
b gl lall platiall (quhyl Jo!

Unstructured SWL (h/sem)

il I35 CIUal) @laziall e gl Jood!

17

Unstructured SWL (h/w)
b gl Uall plazial) me oyl Jasell

Total SWL (h/sem)

50
Bt s CJlall k",J&JI @bl Jodd!
Module Evaluation
duwlydl 3ol S
. . Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome

Quizzes 2 20% (20) 5and 10 All
Formative

Assignments 2 10% (10) 2and 12 All
assessment

Report 1 10% (10) 13 All
Summative Midterm Exam 2hr 10% (10) 7 All
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)

Sl (£ )l 7 lgiall
Material Covered

Week 1 dobahaall sl ¢ Jahianl) 2Sall dale
Week 2 pailadlly QIS ¢ abianll asgiall glsily 52k
Week 3 pld) ajianall alail) Fal8Y Lawthyl) il o<all
Week 4 s2lsiy ahanl) alail L) yalial
Week 5 aslai dagydy abianl) alaill Jilug
Week 6 Bhanll alaill Glileca
ez ? iless clulagi Eanlly Aaaill Wygea — Bdlaal dubbianll — hhiall Kol 5
Ll Slalagly bl cpalabll o andl) Ll aopiall daall (8 Canl) 3L W g g Bydilaal) 2odi o)yl
Bl Slaless Slalad) ey Lgasgior Bilu e Abliand)
Week 10




Week 11 Qe Guylly dplalganali= ) gaaally dokahdanl= GLadl) Gsiny dokaljaaal
Week 12 el 2Usill Loy i Sally Gaboud) IS el
Week 13 (Gl dgmanll) el lanl) — Labiadl) plasll — oyl pUail bl platl — Ll plUal) JI)
Week 14 Lehaens Lonbad) sl daala ¢ Jabianll allaill el 8 2l daouad) (3sial)
Week 15 G~ Al gall cblany) L?A aall ddalall shall Ga cdawiadl Qs 3a ¢ juadll i L’,;) VA EWA| I PY N &\y\

lgdias ag i dambaad) Gganll il ¢( pail) pae g 8lslusall
Week 16 | preparatory week before the final Exam

Learning and Teaching Resources

w)xd\g M‘)QL@O

Text

Available in the Library?

Required Texts

flall Gaisy dana .3 Clgall Jgall (o5l 8 Gl ienlly QL) 3gin

Yes

Jawl daze JWS .o Calgal) OludY! §giz>g dudolydas !

Recommended 9 duzg 5 LA al) (pgeaally foyWl) ddolydenall
Texts danb (polall o5 dome o Cilgall Aubolyag
Websites
Grading Scheme
Sl alases
Group Grade el Marks % | Definition
A - Excellent el 90-100 Outstanding Performance
B - Very Good [BESNVES 80 -89 Above average with some errors
(SstJOC(-:els;oC)iroup C-Good RVES 70-79 Sound work with notable errors
D - Satisfactory wgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (A laadl W8) Cly | (45-49) More work required but credit awarded
(0-49) F - Fail ey (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM

duwhyddl Boledl Cauog i ged

Module Information
Ayl 8oLl lo glae

Module Title Probabil |ty | Module Delivery
Module Type Core Theory
X Lecture
Module Code Stat201
[ Lab
ECTS Credits 7 Tutorial
[ Practical
SWL (hr/sem) 175 O Seminar
Module Level uGlI Semester of Delivery 3
Administering Department STAT College CSM
Module Leader Dr. Safwan Nathem Rashed e-mail safwan75nathem@uomosul.edu.iq
Module Leader’s Acad. Title lecturer Module Leader’s Qualification Ph.D.
Module Tutor e-mail
Peer Reviewer Name e-mail
Scientific Committee Approval 10/06/2023 Version Number 1.0
Date
Relation with other Modules
31 syl Sl gall o A8
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
LalinYl Olgisally phasll gL g drwslyldl B3l Colual

1. To develop the student's problem-solving skills by getting acquainted with sets
theory and some of its basic theories and understanding its laws

2. Developing the student's abilities on counting methods to reach sets theory as
well as the binomial expansion law

Module Objectives 3 eveloping skills in applying probability theory and understanding its axioms, its

5 s | d I t
Ayl Boladl LBl aws and application

4. |dentify the random experiment and the accidents that will appear in the
experiment in order to obtain a sample space

5. Learn about independent events and how to identify them, in addition to
conditional probability and its connection to Bayes' theory

6. Provide a solid foundation for advanced work on probability and its
applications, and is essential to understanding many applied fields

Identify the axioms of probability theory and its basic theories
The possibility of proving the basic axioms of probability theory
Familiarize yourself with the statistical terminology in the probabilities view

P wnN e

Knowing the theory of sets and the sample space that arises from any

experiment and its laws

5. Identifying the counting methods in determining the sample space of the sets
theory as well as the expansion theory

6. The possibility of obtaining a sample space through any random experiment

Module Learning and the accidents that appear in the experiment

Outcomes 7. Knowing the axioms of probability theory and how to obtain the probability
value according to the probability law

dalal) p.l,.:ﬂ Oy 8. Applying probabilistic laws according to the axioms of sets theory and how to

Gy ) prove them

9. The possibility of distinguishing between independent and non-independent
events

10. Identify conditional probability and build models and laws for any experiment

11. The possibility of using Bayes' theory and its application in fields with multiple
accidents

12. The most important of the outputs is building a basic base for the student to
move to the future stages of subjects in which the probabilistic theory is mainly
dependent.

Indicative content includes the following.

Part - Set Theory
Introduction to probability theory, element, set operations, finite and countable sets,
product sets, separation of sets. [23 hrs]

Indicative Contents

Aol Y1 el giseal| Part - Counting methods
Introduction to counting methods, basic counting principle, factorial symbol, tree
drawing, permutations, combinations, ordered samples, binomial theorem. [18 hrs]

Part - Introduction to probability theory
An introduction to probabilities, types of probability, case and accident spaces,




random empiricism, probability finding laws, finite sample space, equal probabilities
space, probabilistic theories according to a priori sets. [23 hrs]

Part - Conditional and independent probability
Axioms of probability, independent and dependent probabilities, random processes,
conditional probability, Bayes' theorem. [18 hrs]

Learning and Teaching Strategies

edazlly elazll O]l

Strategies

The main strategy that will be adopted in introducing this unit is to encourage
students to participate in the exercises, while improving and expanding their critical
thinking skills at the same time by getting acquainted with the theory of probability
and random variables, in the first part and expanding the student's mind. This will be
achieved through classes and interactive educational programs to learn about sets
theory and counting methods for it, and through learning about random experiment
and sample space in forming sets, as well as using basic probabilistic laws in
application in its various forms, which will be the basis for the student for his future
stages.

Student Workload (SWL)
LCW| Vol O o g,JUaJJ @Nb.ﬁ‘ d“’*"]‘

Structured SWL (h/sem) o3 Structured SWL (h/w) 6
i)l I Il elasiall (bl Josl b gl lall platiall (bl Jod|

Unstructured SWL (h/sem) - Unstructured SWL (h/w) .
el s LIl elaziedl e (gwhdl Josdl Lo gl JUal) platiall p& byl Josell

Total SWL (h/sem)

175
dadd! s CJUall k“,J&Jl (éwb,ul Jodl
Module Evaluation
Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
LO #1-#4, #5-#8 and
Quizzes 3 20% (20) 5and 14
Formative #9- #11
assessment Assignments 5 10% (10) land 14 LO #1- #11
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)
Sl (£ 90wl 7z lgial!

Material Covered
Week 1 Introduction of the Probability and Basic set theory.
Week 2 Basic Set theory, definitions of set theory.
Week 3 Some Fundamental Theorems, Fundamental laws of set theory with theorems.
Week 4 Sequence and limits, with theorems.
Week 5 Mid-term Exam + Field and o-Field and Power of the set.
Week 6 Techniques of Counting, Tree Diagrams and Arrangement
Week 7 Techniques of Counting, Permutations.
Week 8 Techniques of Counting, Combinations with theorems.
Week 9 Combinations and Binomial theorem and Multinomial Expansion.
Week 10 | Mid-term Exam + Probability Introduction, Random Experiment, Events Kinds, Sample Space and
Probability a law.
Week 11 | axjomatic Approach of Probability.
Week 12 | propabilistic models according to the basic laws of set theory with theorems.
Week 13 | |ndependent events, Conditional Probability.
Week 14 | conditional Probability and Bayes law
Week 15 | Mid-term Exam + Bayes' theorem.
Week 16 | Preparatory week before the final Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week There are no laboratories
Learning and Teaching Resources
oyl @laddl H3lae
Text Available in the Library?
1-Introduction to  probability theory ,Dr.dhafir H.
Rasheed,1999,2-nd edition ,Baghdad university
Required Texts 2-probability , Dr.kubais S. A Fahady Dr. Pirlanty J. shamoon, Yes
Ministry of Higher Education and Scientific Research University
of Mosul




Recommended 1- A first course in probability, Sheldon Ross, 2010, Eighth
S edition. No
2- Probability, schume series
https://www.khanacademy.org/math/statistics-probability/random-variables-stats-library
Websites https://www.khanacademy.org/math/statistics-probability
https://www.coursearena.io/topic/free-probability-theory-courses
Grading Scheme
Syl alases
Group Grade el Marks % | Definition
A - Excellent JHlal 90-100 Outstanding Performance
B - Very Good [SESNVES 80 -89 Above average with some errors
(S:()cc_:elsgoc)iroup C-Good RVES 70-79 Sound work with notable errors
D - Satisfactory lwgin 60 - 69 Fair but with major shortcomings
E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Aol W8) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail Gl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.



https://www.khanacademy.org/math/statistics-probability/random-variables-stats-library
https://www.khanacademy.org/math/statistics-probability
https://www.coursearena.io/topic/free-probability-theory-courses

MODULE DESCRIPTION FORM

duwhyddl Boledl Cauog i ged

Module Information
Ayl 8oLl lo glae

Module Title Sampling Theory | Module Delivery

Module Type Core Xl Theory

Module Code STAT202 % If;tt)u re

ECTS Credits 6 = futorial

SWL (hr/sem) 150 [ Seminar
Module Level uaGli Semester of Delivery 3
Administering Department STAT College CSM

Module Leader | Dr. Rikan Abdulazeez Ahmed e-mail rikan.ahmed@uomosul.edu.ig
Module Leader’s Acad. Title Assistant Professor Module Leader’s Qualification Ph.D.
Module Tutor e-mail

Peer Reviewer Name e-mail

Scientific Committee Approval

Date

Version Number

Relation with other Modules

31 Ayl dlgall o A8

Prerequisite module

None

Semester

Co-requisites module

None

Semester



mailto:rikan.ahmed@uomosul.edu.iq

Module Aims, Learning Outcomes and Indicative Contents
Ll Olgisally plasl) 5L g Ayl 85l Clunl

1- To deepen understanding of sampling process and create students’ awareness of
the sampling methodology in mathematical researches.

2- cover sampling design and analysis methods that would be useful for research and
survey

3- A well-designed sampling procedure ensures that we can summarize and analyze
data with a minimum of assumptions and complications

4- Introducing students to the principles and methods of designing inference-based
samples and clarifying the mathematical approach to them

Module Objectives
eyl Balal Calun

1- define principal concepts about sampling

2- Explains the advantages of sampling

3- Lists the stages of sampling process

4- Categorizes and defines the sampling methods.

Module Learning 5-  Apply the Simple Random Sampling (SRS) method.

Outcomes 6- Expresses sample select process on SRS.

8alal) eladll ol ye0 7- Formulates and calculates the estimators of population mean, population total,
Ayl population ratio of two variables, the percentage and the total number of units in

the population that possess some characteristic.

8- Identifies and interprets confidence intervals via variance estimates of the
estimators.

9- Estimates the convenient sample size for SRS method.

e Basic concepts and definitions about sampling - Sampling methods- The sample
selection process in simple random sampling- Simple estimation in simple random
sampling [12 hrs]

e Simple Random Sampling With Replacement or simply SRSWR sampling -
Simple Random Sampling and Without Replacement or simply SRSWOR
sampling - Pseudo Random Numbers (PRN)- Probability sampling -Qualitative
random variable-Quantitative random variable [12 hrs]

e experiments and surveys, steps in planning a survey; randomization approach to

Indicative Contents sampling and estimation, sampling distribution of estimator, expected values,

Aol Y1 ol gisal| variances, generalization of probability sampling; prediction approach,
inadequacies of approach, decomposition of population total [12 hrs]

e Under SRSWR sampling, while estimating population mean (or total) - The
covariance between two sample means - The probability for any population unit to
get selected in the sample at any particular draw is equivalent to inverse of the
population size [12 hrs]

e Simple random sampling with associated estimation and confidence interval
methods- Estimating proportions - Ratio estimation [12 hrs]

e Selecting sample sizes -Estimation of the sample size [12 hrs]

Learning and Teaching Strategies

oty @l ol el

The main strategy that will be adopted in delivering this module is to encourage students’
participation in the exercises, while at the same time refining and expanding their critical

Strategies thinking skills. This will be achieved through classes, interactive tutorials and by considering
types of simple experiments involving some sampling activities that are interesting to the
students.




Student Workload (SWL)
LCW| Vol O g g,JUaJJ @Nb.ﬁ‘ d“’*"]‘

Structured SWL (h/sem) 78 Structured SWL (h/w) 5
el JA Ul laiiall ol )l Jaal) L sonsd Ul dsiiall sl Hal) Jaall

Unstructured SWL (h/sem) 79 Unstructured SWL (h/w) 4
aadll DA lldall aliiall e ol yall Jasl Lo saul calldall alsiiall e ol yall Jaal

Total SWL (h/sem)
Jamill J3A Qllall K1l 5al) Jas)

150

Module Evaluation

. . Relevant Learning
Time/Number | Weight (Marks) | Week Due Outcome
. Quizzes 2 10% (10) 4and 12 | LO #3, #4 and #6, #8
Formative Assignments 5 10% (10) 11014 |LO#2-#7
assessment Discussions 5 10% (10) 5-10 All
Report 1 10% (10) 13 LO #5, #8 and #9
Summative | Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
S > ykasl| & Tyom) CL@.@J\
Material Covered
Week 1 Introduction-Elementary Definitions-Advantages of the Sampling Method- The Principal Steps in a
Sample Survey
Week 2 Population and Unit-Finite and Infinite Populations-Probability Sampling-Alternatives to Probability
Sampling
Week 3 Simple Random Sampling-Selection of a SRS-Definitions and Notation-Estimation of Population
Mean and Variance
Week 4 Estimation of Population Covariance-Estimation of the Standard Error from a Sample-Confidence
Limits
Week 5 Ratio Estimator for Population Ratio- Exact & Approximate Expression of Bias and Mean-Square
Error
Week 6 Ratio Estimator for Population Mean & Total- Confidence Limits
Week 7 Mid-term Exam + Efficiency of the Ratio Estimator- Optimality of the Ratio Estimator
Week 8 Estimation of Population Proportion-Variances of the Sample Estimates-Confidence Limits
Week 9 Population Proportion Estimator for Population Mean & Total- Confidence Limits
Week 10 | Classification into More than Two Classes
Week 11 | Estimation of Sample Size to estimate the Population Mean-Population Total-Population Proportion
Week 12 | Sample Size in Decision Problems
Week 13 | Simple Random Sampling With Replacement- Estimation of the Population Mean and Variance
Week 14 | Estimation of Population Proportion With Replacement sampling
Week 15 | Comparison of the Designs with and Without Replacement
Week 16 | Preparatory week before the final Exam




Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week 1

Week 2

Week 3

Week 4

Week 5

Week 6

Week 7

Learning and Teaching Resources
oddly @ladl jsbias

Text Available in the Library?
Required Texts B”ﬁv\\(/:/lgi/ gag:)pnléngg;g estimation from finite populations. Yes
Recommended Cochran, William G. Sampling techniques. John Wiley & Yes
Texts Sons, 1977.
Websites https://www.tandfonline.com/doi/abs/10.1198/tas.2007.s89?journalCode=utas20
Sampling Methods: Exercises and Solutions
Grading Scheme
C.'JL?-_)J.“ ko
Group Grade i) Marks % | Definition
A - Excellent Dbl 90 - 100 Outstanding Performance
B - Very Good las 2 80 -89 Above average with some errors
(S5UOC(_361380()3 roUP "¢ - Good L 70-79 Sound work with notable errors
D - Satisfactory Lo gia 60 - 69 Fair but with major shortcomings
E - Sufficient J e 50 - 59 Work meets minimum criteria
Fail Group FX - Fail (Aallaall 28) il (45-49) More work required but credit awarded
(0-49) F — Fail Gl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.



https://www.tandfonline.com/doi/abs/10.1198/tas.2007.s89?journalCode=utas20

MODULE DESCRIPTION FORM

dawly ) Boledl Cauo g 3 9o

Module Information

dalyl)f B3kl ilo glan

Module Title Numerical Analysis | Module Delivery
Module Type Basic Theory
X Lecture
Module Code STAT?203
Lab
ECTS Credits 5 1 Tutorial
[ Practical
SWL (hr/sem) 125 O Seminar
Module Level uGllI Semester of Delivery 3
Administering Department STAT College CSM
Module Leader Dr. Zaid T. Al-Khaledi e-mail zaid.alkhaledi@uomosul.edu.iq
Module Leader’s Acad. Title Lecturer Module Leader’s Qualification Ph.D.
Module Tutor Nada Nazar Mohammed e-mail nada-nazarl984@uomosul.edu.iq
Peer Reviewer Name e-mail
Scientific Committee Approval 10/06/2023 Version Number 10
Date
Relation with other Modules
3! Ayl Bl gall ao A8l
Prerequisite module Calculus | Semester 1
Co-requisites module Calculus I Semester 2




Module Aims, Learning Outcomes and Indicative Contents

LalinYl Olgisally phasll gL g drwslyldl B3l Colual

Module Objectives
dulyl! Baledl Colual

This course provides an introduction to numerical methods used in statistics for solving
mathematical problems that arise in various fields. The course covers fundamental
numerical techniques, algorithms, and their applications in solving linear and nonlinear
equations, and interpolation.

Module Learning
Outcomes

Balel) @daddl Ol y3e0
Aoy

Understand the basic concepts and principles of numerical methods.
Recognizing sources of errors in numerical computations.

Learning how to extract function roots from graph.

Apply numerical methods to solve nonlinear equations and systems.
Learning how to solve linear systems numerically.

Implement interpolation techniques to approximate functions.

No ok wNRe

Utilize computational software and programming languages to solve numerical
problems

Indicative Contents

Indicative content includes the following.

Part A — Basic concepts of humerical analysis:

Reasons of using numerical analysis, problem that we typically face in numerical
analysis, problem identification before utilizing numerical methods. [12 hrs.]

Aol Y wbgisall Part B — Linear and non-linear equations:
Implementation of numerical algorithms to solve linear and non-linear
equations/systems. [28 hrs.]
Part C —Interpolation:
Building interpolants using different interpolation approaches. [20 hrs.]
Learning and Teaching Strategies
Type something like: The main strategy that will be adopted in delivering this module
. is to encourage students’ participation in the exercises, while at the same time refining
Strategies

and expanding their critical thinking skills. This will be achieved through classes,
computer labs, assignments, quizzes, and projects.

Student Workload (SWL)
LC}.«.w\ Vol O gunmo g.,JUa..U LSW!)"U‘ JA}:J\

Structured SWL (h/sem) 63 Structured SWL (h/w) 4
el U3 Il elaiedl (gulyldl Josxdl e gl cUall @lasiall byl Josell
Unstructured SWL (h/w)
Unstructured SWL (h/sem) 62 . 4
L gl Clall latial) g2 (gl Joxl




il I3l CIUall @laxiall e gl Jood!

Total SWL (h/sem)

125
dsadl s Il k*,,J&Jl @»del Jed!
Module Evaluation
Ayl B3I {“'“1“"’
. . Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome

Quizzes 3 10% (10) 4,7,and 10 | All
Formative Assignments 4 20% (20) 4,8,11, and All
assessment 15

Projects / Lab. 1 10% (10) 13 All
ST T e Midterm Exam 2hr 10% (10) 8 LO#H1-#4
assessment | ina| Exam 3hr 50% (50) 16 Al
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)

Sl (£ g 7 lgiall
Material Covered
Week 1 Sources of errors in numerical computations
Week 2 Roots of nonlinear equations — Root locating using graphs
Week 3 Roots of nonlinear equations — Root locating using the intermediate value theorem
Week 4 | Solving nonlinear equations — Bisection Algorithm
Week 5 Solving nonlinear equations — Secant Algorithm
Week 6 | Solving nonlinear equations — Newton-Raphson’s Algorithm
Week 7 Solving a system of nonlinear equations — Multidimensional Newton-Raphson’s Algorithm
Solving a system of linear equations — Review of direct methods (Gaussian elimination,
Week® Gauss-Jordan Elimination, Triangular factorization)
Week 9 Solving a system of linear equations — Jacobi iterative method
Week 10 | Solving a system of linear equations — Gauss-Seidel iterative method
Week 11 | Interpolation — The direct approach
Week 12 | Interpolation — Newton’s divided differences approach




Week 13 | Interpolation using LaGrange polynomial
Week 14 | Spline Interpolation — Linear spline Interpolation
Week 15 | Spline Interpolation — High-order spline Interpolation
Week 16 | Preparatory week before the final Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Lab1 Programing in MATLAB: Review
Lab 2 Functions declaration and evaluation in MATLAB
Lab 3 Functions plotting in MATLAB
Lab 4 Bisection algorithm
Lab 5 Secant algorithm
Lab 6 Newton-Raphson’s algorithm
Lab 7 Multidimensional Newton-Raphson’s algorithm
Lab 8 Interpolation: Direct approach
Lab 9 Interpolation: Newton’s approach
Lab 10 Interpolation: LaGrange polynomial
Lab 11 Interpolation: Spline interpolation
Learning and Teaching Resources
u**.?ﬂﬁ‘ﬁ M\)sw
Text Available in the Library?
Required Texts Non
e Conte, Samuel Daniel, and Carl De Boor. Elementary
numerical analysis: an algorithmic approach. Society for
Recommended Industrial and Applied Mathematics, 2017. No
Texts e Stoyan, Gisbert, and Agnes Baran. Elementary numerical
mathematics for programmers and engineers. Basel,
Switzerland: Springer International Publishing, 2016.
Websites TBD




Grading Scheme

C)L?:)JJ\ Lo

Group Grade el Marks % | Definition

A - Excellent kel 90 - 100 Outstanding Performance

B - Very Good [SE Ve 80 -89 Above average with some errors
(Ssut;:t_:elsgoc)iroup C- Good dax 70-79 Sound work with notable errors

D - Satisfactory Jogio 60 - 69 Fair but with major shortcomings

E - Sufficient Jgade 50-59 Work meets minimum criteria
Fail Group FX - Fail (Adlaoll W8) Cwsly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic
rounding outlined above.




MODULE DESCRIPTION FORM

Module Information

Lol 1 B3l Lo glas
Module Title Calculus 11 Module Delivery
Module Type Basic Theory
Lecture
Module Cod
odule Code STAT204 O Lab
ECTS Credits 5 Tutorial
[ Practical
SWL (hr/sem) 125 O Seminar
Module Level uaGlli Semester of Delivery | 3
Administering Department STAT College | CSM
Module Leader Dr. Khalida Ahmed Mohammed e-mail khalida@uomosul.edu.iq
Module Leader’
Module Leader’s Acad. Title Lecturer ° fj,e (,!a ers Ph.D.
Qualification
Module Tutor Dr. Noorsal Ahmed Zeenalabiden e-mail zeennorsal@uomosul.edu.iq
Peer Reviewer Name e-mail E-mail
Scientific Committee Approval Date 01/06/2023 Version Number 1.0

Relation with other Modules

S Al 301 ol gall ao A8

Prerequisite module None

Semester

Co-requisites module None

Semester



mailto:zeennorsal@uomosul.edu.iq

Module Aims, Learning Outcomes and Indicative Contents

Lol I Ol gizmally @lad] 7515 9 dewsl 1 Balal) Bl

Module Objectives
Gl ) BaLadl CBlua

The aim of the Calculus Il course is to provide students with an advanced
understanding of multivariable calculus and its applications. Building
upon the knowledge gained in previous calculus courses, this course
aims to develop students' ability to analyze and solve problems involving
functions of several variables, multiple integrals, vector calculus, and
applications in various fields.

Module Learning
Outcomes

olel) @il Ol Ben
Al |

1. Provide students with advanced concepts in calculus and their
applications.

2. Develop students' ability to solve problems using multivariable
calculus techniques.

3. Demonstrate a solid understanding of multivariable functions,
including limits, continuity, and partial derivatives

4. Understand the geometric interpretation of vectors in three-
dimensional space.

5. Apply vector operations such as dot product, cross product, and
vector projections.

6. Identify critical points, local extrema, and saddle points of
multivariable functions.

Indicative Contents

a3l 1 S gioeall

Part A - Linear Differential Equations

The part on Linear Differential Equations covers fundamental concepts
and techniques related to linear differential equations. Students will
study first-order differential equations, including separable equations,
exact equations, and linear equations. The course explores second-order
linear differential equations, focusing on homogeneous and non-
homogeneous equations with constant coefficients. [20 hrs.]

Part B - Partial derivatives, and differentiability.

The course focuses on understanding the gradient vector and directional
derivatives, enabling students to analyze the behavior of multivariable
functions. [20 hrs.]

Part C - Directional Derivatives and Gradients

The part focuses on understanding the gradient vector and directional
derivatives, enabling students to analyze the behavior of multivariable
functions. It further extends to multiple integrals, encompassing double
and triple integrals, and their applications in computing areas, volumes,
center of mass, and moments of inertia. [20 hrs.]




Learning and Teaching Strategies

ot g @latd] b auel

Preparing Prerequisite Knowledge, begin each topic with real-world
examples and applications to demonstrate the relevance and
practicality of calculus to Encourage students to explore how
calculus concepts are applied in various fields, such as statistics and
Strategies computer science. Providing timely feedback on student work to
identify, address errors, and reinforce learning through quizzes.
Promoting collaborative learning by assigning problem-solving tasks.
Encourage students to work together, explain concepts to their
peers, and engage in collaborative problem-solving.

Student Workload (SWL)
L gl 10 J 0 g CIUall gl I Jazell

Structured SWL (h/sem) 63 Structured SWL (h/w) 4

Jeadll I ekl lasiall gl ) Jacnl] e gl IUal) laziall (ol ) Joonl

Unstructured SWL (h/sem)
Unstructured SWL (h/w)

SRV IPNESTIN[IY: | pJl |
D ) il g gl ool |62 e e |2

Juad!
Total SWL (h/sem) 125
Gt I3 CJUall L_,J&Jl ! Jomxdl
Module Evaluation
Al Y1 3ol kS
Relevant
Time/Number Weight (Marks) Week Due | Learning
Outcome
Quizzes 2 15% (15) 5,12 LO #1- #4




3,6,10, and
e Assignments 4 15% (15) 13 LO #3, #4
assessment
Report 1 10% (10) 13 All
ST Midterm Exam 2hr 10% (10) 8 LO #1 - #7
FESTENE Final Exam 3hr 50% (50) 16 Al
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
L“SJE.J ucy.w)’\ CL@.AAJ‘
Week Material Covered

Week 1 | Differential Equations—Growth and Decay

Week2 | Extracting the Differential Equations

Week 3 |Linear Differential Equations: Properties and Operations

Week 4 | Applications of Differential Equations

Week 5 | A Visual Introduction to 3-D Calculus, and Functions of Several Variables

Week 6 | | imjts, Continuity, and Partial Derivatives

Partial Derivatives—One Variable at a Time, Total Differentials and Chain
Week 7
Rules

Week 8 Mid-term Exam + Extrema of Functions of Two Variables

Week 9 | Applications to Optimization Problems

Week 10 | Vectors and the Dot Product in Space

Week 11 | Directional Derivatives and Gradients

Week 12 | Lagrange Multipliers—Constrained Optimization

Week 13 | Applications of Lagrange Multipliers




Week 14 | Iterated Integrals and Area in the Plane
Week 15 | Double Integrals and Volume
Week 16 | Preparatory week before the final Exam

Learning and Teaching Resources
o0 Py @laddl plae
Available in the
Text
Library?
Required Texts NO No
Understanding Multivariable Calculus: Problems,
Recommended
Text Solutions, and Tips, by Professor Bruce H. Edwards, No
exts
University of Florida, 2013.
Websites
Grading Scheme
Group Grade il o™ | Definition
A - Excellent Dl 90 - 100 | Outstanding Performance
B - Very las 2 80 - 89 Above average with some errors
Success Good
Group C - Good i 70-79 Sound work with notable errors
(50 - 100) D - : : . :
. oo g -
Satisfactory $a 60 - 69 Fair but with major shortcomings
E - Sufficient Jsie 50 - 59 Work meets minimum criteria
. . . More work required but credit
— Aallaadl 28) -
Fail Group FX - Fail S ¥) el | (45-49) awarded
(0-49) E _ Eail " (0-44) Cons_lderable amount of work
required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for
example a mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University
has a policy NOT to condone "near-pass fails" so the only adjustment to marks awarded by the original
marker(s) will be the automatic rounding outlined above.







MODULE DESCRIPTION FORM
Mu\).ﬂ\ 3Ll g_'m.AJ CJ}AJ

Module Information
dsd Hal) alall e glza

Module Title Demograp hy Module Delivery
Module Type Core X Theory
X Lecture
Module Code STAT205 O Lab
ECTS Credits 5 X Tutorial
L1 Practical
SWL (hr/sem) 125 L1 Seminar
Module Level uGlI Semester of Delivery 3
Administering Department STAT College CSM
Module Leader Dr. Zinah Mudhar Albazzaz e-mail Zeenamudhar@uomosul.edu.iq
Module Leader’s Acad. Title Lecturer Module Leader’s Qualification Ph.D.
Module Tutor Farah Abd AlGany e-mail farah.younus2244@uomosul.edu.iq
Peer Reviewer Name e-mail
Scientific Committee Approval 10/06/2023 Version Number 1.0
Date
Relation with other Modules
AV Al Hall 3l gall ae 48Nl
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents

LoliyYl Sbgizally plat)l gBL5 9 duwshylll 85LI Sl

Module Objectives
dly ) LI ol ducloizNlg dudlyiddl Ologlasll fidg poz (10 OKel Cze dalizeall sbasd Slads Jeald CIUall diugs
L;Q.laj‘ U}Lau;)’b dulally LoLaidylg
. Obladl S Huuas 04398 OBLIL Al 0ld dudally elaizdl Wbl dwhs CJUall olany O .1
Module Learning we et e L. e e e e .
Fe9 dade olbladl oda Oy Laty dipoy duclaizly 485 (1o Lobaidly acy LaLaid)l
Outcomes ) ,
oan Je lean
) oyas (o) sl iy sl B3ybog &dlyiarddl bl e Jgummdl S CIlall platy 0.2
A3 bl
Bolel) @laddl Wilrysen Gl 541 (o Sty SISy Gl granally Shal el &S Il ooty 0.3
Ay A5 lad) Yl Olusg &y udl Jgliazdlg dalaeY! bl Jgliaar Jadxig (S5 CIUall i o .4
Bledl 4 e sl bl Julosg 8yghasd! Gumlie Gl .5
C)\J&o}dl Olusy AL ilanizead! 83.':\3 P 0] O R H{WA olang Q&J\ sl oye 1
(13hr) Yaxoll plaag ddlysasd!
Indicative Contents (12hr) L6l SBld) s §ybog A8l bl posnd @ sl e asS)l G .2
12hr) 38dl g0l .3
aléyYl &L gizall . . . ( ) ”M
o (12hr) dppdly Loluedl bl Jglazr Jd>ig sy .4
gVdang gelgily dmuddl 8yglasell | dibadl Jolgall (o d8Mall uoplieg dilodl Ydaedl Ol .5
(14hr) sladl Jaod 9 8Ll ad Lo cladl Olily Jud=dg
Learning and Teaching Strategies
palatll g aladll i) yind
48l jaall il e Jpanll 24 alad e COUall mandiS & Lot aaes (A A Hl) dpa) i)
Strategies e Al o )l IS (e g G jualaall A (e agead (gamill Satll O jlge Jiia g a5 Lelidat
Ol




Student Workload (SWL)

Structured SWL (h/sem)

Juadll & Ul liiall el 5l Jasl)

63

Structured SWL (h/w)

e gl aldall adaiiall ol Hall Jaadl

Unstructured SWL (h/sem)

Jomill & Ll il e sl jal) Jaal

62

Unstructured SWL (h/w)

e sand Calldall alatiall yue ol Hall Jaall

Total SWL (h/sem)
Juaill & llall Sl ) Jaal

125

Module Evaluation

Al Hall Balal) ans
Time/Number Weight (Marks) Week Due Relevant Learning
Outcome

Quizzes 2 10% (10) 5and 10 LO #1, #2 and #4
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #5
assessment H.W. 2 10% (10) 4 and 12 All

Report 1 10% (10) 13 LO #3, and #4
Summative Midterm Exam 2hr 10% (10) 7 All
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
@bl o gl zleiall

Material Covered
Week 1 e L ) Jalgally psimall e Dl ) il prally dian) sy Sl slaas¥) iy
Week 2 Lol bl jalas
UL Sl el =3 gl
Week 4 Gl pally Lele ading Al Y anally Adlprapall <y 5all
Week 5 Y arall ety 35k
Week 6 A€l Sl agias Al eUadY) CRiSy el (gpanll aS il il ans du
Week 7 LlCul) Glilall i (33l




Week 8 SSad) 5ol byl Jlgall 55
Week 9 Lalae ) sball Jolas ol
Week 10 Ayl Bladl Jglas ol
Week 11 sLadl Jglas Julan
Week 12 Anbadl &Y 2zl
Week 13 dnball Jalsal)l A8kl uulia
Week 14 e aa g Lgelsily Lasal 5y5kaal)
Week 15 claall Jaaig sladl a8 e claall calily Julas
Week 16 | Preparatory week before the final Exam

U‘“:’Jﬂ‘} (J:C\S\ JJLAA

Learning and Teaching Resources

Text Available in the Library?
Required Texts Lf:‘)“ el J—*‘—/L_éb%u:d‘ claa) Yes
Recommended sale G ol e/ albll ol Jalasl) \
= 7= o
Texts
Websites
Grading Scheme
Group Grade previi Marks % | Definition
A - Excellent bl 90-100 Outstanding Performance
s G B - Very Good [SENRYEN 80-89 Above average with some errors
(:(;:fels;o) roup C-Good RTEN 70-79 Sound work with notable errors
D - Satisfactory das gia 60 - 69 Fair but with major shortcomings
E - Sufficient Jssa 50-59 Work meets minimum criteria
Fail Group FX - Fail (Al a8) i 5 | (45-49) More work required but credit awarded
(0-49) F - Fail l (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic
rounding outlined above.




MODULE DESCRIPTION FORM

duwhyddl Boledl Cauog i ged

Module Information
Ayl 8oLl lo glae

Module Title Eng lish Language Module Delivery
Module Type Support Theory

X Lecture
Module Code STAT206 O Lab
ECTS Credits 2 [ Tutorial

O Practical
SWL (hr/sem) 50 [0 Seminar
Module Level uGlI Semester of Delivery 3
Administering Department STAT College CSM
Module Leader Zainab Qusay Ahmed Taqi e-mail Zainab.g@uomosul.edu.iq
Module Leader’s Acad. Title Asst. lecturer Module Leader’s Qualification MSc.
Module Tutor e-mail
Peer Reviewer Name e-mail
IS)cai::tific I I 11/06/2023 Version Number 1.0

Relation with other Modules

3 duslyll Sl gall ao A8l

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
LalinYl Olgisally phasll gL g drwslyldl B3l Colual

Module Objectives To be able to speak English fluently and accurately.

Ayl Bokel] Colaa] To think in English and then speak.

To be able to talk in English.
To be able to compose freely and independently in speech and writing.
To be able to read books with understanding.

Ll

To address grammar issues that students encounter in their daily speech,
writing, reading and listening

2. To address the issue of grammatical errors that affect effective
communication

Module Learning 3. Toimprove your reading skills through the practice of vocabulary

Outcomes enrichment, reading comprehension exercises, written responses,
discussions, and reflections

R{WNURNESURUIEJES 4. Recognize the structure and organization of paragraphs,

)y 5. Use strategies to think critically about reading and use appropriate

technology to enhance reading comprehension, and vocabulary
development.
6. Develop the writing skill.

Indicative content includes the following.
Introduction, Study materials. [1 hrs]

Grammar (quantity)(much/many, a few, a little, little, a lot of, lots), questions and
answers. Articles, reeding (about shopping). Vocabulary: Shopping, prices, listening
and reading. Verb patterns (want/hope to do), making questions. Future intentions:
going to/will, practices, reading about Hollywood kids., Vocabulary: hot verbs: have,

R R G S go, come, listening, everyday English: how do you feel?. [12 hrs]

Aol Yl ol gisal!

Grammar: What..... like?, Comparative and superlative adjectives big, bigger,
biggest good, better, best, practices. Vocabulary: Synonyms and antonyms. Everyday
English about directions, listening and reading. [7 hrs]

Grammar: present tense, practices. for/ since, practices, questions. Adverbs, word
pairs, practices. Everyday English about short answers (Question tags). [8 hrs]

Review about Study materials. [2 hrs]

Learning and Teaching Strategies

oty @t ol el




- The main strategy that will be adopted in developing the four skills:
The skill of speaking,
The skill of reading,

Strategies The skill of writing,

The skill of listening,

Also, enable the students for the use of grammar correctly,

Student Workload (SWL)
Lo gl 10 J Ognen CIUall gulylll Joe)

Structured SWL (h/sem) 33 Structured SWL (h/w) 5
el U3 CIal) elaiedl (gulyldl ozl Lee gl Ual) latiall gyl ol
Unstructured SWL (h/sem) 17 Unstructured SWL (h/w) 1
Jnadll I LIl elasiall e (quhudl Josxd! Lo gl Il @laiiall e (glyldl Josdl
Total SWL (h/sem)
dsadl I3 Il h*,J&JI @bl Jod! >0

Module Evaluation

Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
Quizzes 2 15% (15) 3,5and 10 | LO#1, #2
Formative
Assignments 2 15% (15) 4,6and 12 | LO #3, #4 and #6
assessment
Report 1 10% (10) 13 LO #5, #2 and #3
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #5
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)
Sl (£ 90l 7 lgial!

Material Covered

Week1 | |ntroduction: Review about Study materials. [2 hrs]

Week 2 Quantities, wh- questions and answers.

Week 3 Articles, reeding (about shopping).

Week4 | vocabulary: Shopping, prices.

Week 5 | Grammar: Verb patterns, making questions.

Week 6 Mid-term Exam

Week 7 Future: Going to/will, practices, reading (Hollywood kids).

Week 8 Grammar: hot verbs, listening, everyday English: how do you feel?.

Week 9 Grammar: What ..... like? , Comparative and superlative adjectives big, bigger, practices.

Week 10 | vocabulary: Synonyms and antonyms.

Week 11 | everyday English about directions, listening and reading, practices.

Week 12 | present tense, simple present, present continuous, practices.

Week 13 Grammar: for/ since, practices, questions.

Week 14 | adverbs, word pairs, practices.

Week 15 | Eyeryday English about short answers (Question tags).

Week 16 | Preparatory week before the final Exam

Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week 1 None

Week 2 None

Week 3 None

Week 4 None

Week 5 None

Week 6 None

Week 7 None




Learning and Teaching Resources
Uu:))..\ﬂ\j ‘ol’.ﬂb)l.,a.o

Text Available in the Library?
Headway pre-intermediate plus student's book (john and
Required Texts Yes
Lize Soars)
Recommended
Headway pre-intermediate plus work's book Yes
Texts
Websites
Grading Scheme
oyl Jabaseo
Group Grade yodaxl| Marks % Definition
A - Excellent Sl 90- 100 Outstanding Performance
B - Very Good SNV 80-89 Above average with some errors
(Ssuocc-:elsgoG)roup C - Good SVES 70-79 Sound work with notable errors
D - Satisfactory wgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgstn 50-59 Work meets minimum criteria
Fail Group FX - Fail (A laadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail ol (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title Probabil ity 1] Module Delivery
Module Type Core Theory
Lecture
Module Code Stat207
O Lab
ECTS Credits 7/ Tutorial
[ Practical
SWL (hr/sem) 175 O Seminar
Module Level uall Semester of Delivery 4
Administering Department STAT College csMm
Module Leader Dr. Safwan Nathem Rashed e-mail safwan75nathem@uomosul.edu.iq
Module Leader’s Acad. Title Lecturer Module Leader’s Qualification Ph.D.
Module Tutor e-mail
Peer Reviewer Name e-mail
ientifi . A |
Scientific Committee Approva 10/06/2023 Version Number | 1.0
Date
Relation with other Modules
3 dslyll Slgall ao A3l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl lgisally phall 5L 9 Ayl B3l LIl

1. Developing the student's problem-solving skills by identifying random,
intermittent and continuous variables based on group theory.

2. Developing the student's abilities on counting methods to reach the probability
mass function and study its properties, as well as the probability density
function and study its properties.

Module Objectives 3. Developing skills in finding the distribution function for each of the probability
mass function and the probability density function based on random variables
and distinguishing between functions.

4. Developing the student's role in benefiting from the generated functions and
developing problem-solving skills through these functions.

5. ldentify some of the distributions commonly used in various fields of operation,
including intermittent and continuous ones.

6. To provide a solid foundation for advanced work on probabilities and their
applications, essential to an understanding of many applied fields

Gyl Balall Colua]

1. Recognize the axioms of obtaining discrete and continuous random variables
and their basic theories related to group theory.

2. The possibility of obtaining the probability mass function as well as the
probability density function.

3. The possibility of obtaining the distribution function for each of the probability

mass function as well as the probability density function.

The possibility of obtaining functions generated from the mathematical

expectation, variance, and moments, in addition to the function that generates

Bolel) @ladl ilaryses moments, as well as the characteristic function.

5. Identifying some commonly used probability distributions in the fields of
discrete and continuous applications.

6. The possibility of obtaining the functions that generate the discrete and
continuous distributions.

7. One of the most important outputs is to build a basic base for the student to
move to future stages of subjects in which probability theory is a basis.

Module Learning
Outcomes 4.

EWIN

Indicative content includes the following.

Part - the Probabilities and The concept random variables.

A simple review of group theory and probability finding, how to obtain random
variables depending on the state space of the random experiment, discrete and
continuous random variables. [23 hrs]

Part - Probability functions and the distribution function

Introduction to the probability function, how to obtain the probability mass function

Indicative Contents from discrete random variables, how to obtain the probability mass function from
dolin Y wlgisad! discrete random variables, studying the properties of the probability mass function as

well as the probability density function, finding the distribution function for the

probability mass function and the probability density function, studying the

properties of the probability function distribution. [23 hrs]

Part — Generating function

Finding the mathematical expectation, variance, moments, and the moment-
generating function as well as the characteristic function when the random variables
are discrete and continuous. [18 hrs]
Part - Some Probability Distributions




Some discrete probability distributions, the uniform distribution, the Bernoulli
distribution, the binomial distribution, the Poisson distribution, the geometric
distribution, the hypergeometric distribution, and the negative binomial distribution.
Some continuous probability distributions, the uniform distribution, the exponential
distribution, the normal distribution, the gamma distribution, and the beta
distribution. Finding the generating functions for each of the discrete and continuous
probability distributions. [18 hrs]

Learning and Teaching Strategies

osdazlly @lazll b el

Strategies

The main strategy that will be adopted in the introduction of this unit is to encourage
students to participate in the exercises, while improving and at the same time
expanding their critical thinking skills through the theory of probability and discrete
and continuous random variables obtained drawing on the theory of groups from the
first part Expanding the mental and mental mind for students. This will be achieved
through classes and interactive educational programs to identify the quality of
random variables and their intermittent and continuous probabilistic functions as
well as the distribution function and study the characteristics of cases, with
identification of finding functions generated from mathematical expectation,
variance and moments with the moment-generating function, with identification of
some common probability distributions discontinuous and continuous, as well as the
use of basic probability laws in application in their various forms, which will be the
basis for the student for his future stages.

Student Workload (SWL)
LCW‘ Yol O gwen Jal @»b.ﬂ\ el

Structured SWL (h/sem) 93 Structured SWL (h/w) 6
el I el elasiall bl Josxdl b gend CUall latiall (qoly) ol

Unstructured SWL (h/sem) - Unstructured SWL (h/w) .
Jaddl I Jlall platiall pe gyl Josxll L gueanl JUal) laiiall p& gulydl Jomrll

Total SWL (h/sem) 175

il I35 el S (bl Jassll




Module Evaluation

Ayl 8oL (s

Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
. LO #1-#2, #3-#4 and
Quizzes 3 10% (10) 5and 14
#5- #6
Formative
Assignments 5 10% (10) land 14 LO #1, #6
assessment
Discussion 5 10% (10) 2,4,6,12 | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
Sl (£ gudl zlgiall
Material Covered
Week 1 Introduction in the Probabilities and The concept random variables.
Week 2 Probability mass function, Discrete random variable.
Week 3 Probability density function, Continuous random variable.
Week 4 Distribution function, discrete and continuous variables.
Week 5 Properties of mass and density functions for discrete and continuous variables.
Week 6 Properties of distribution functions for discrete and continuous variables.
Week 7 Mid-term Exam + Laws and notes on finding the probability value of functions of discrete and
continuous random variables.
Week 8 Generating function, Mathematical Expectation and Variance with Properties.
Week 9 Mathematical Expectation and Variance of (p.m.f and p.d.f) for discrete and continuous variables.
Week 10 Generating function, Moment, Central Moment and Non-Central Moment.
Week 11 Moment Generating function and Characteristic function, discrete and continuous variables.
Week 12 | \jid-term Exam + Some discrete probability distributions.
Week 13 Finding the generating functions for the discrete distributions
Week 14 | some continuous probability distributions.
Week 15 | \id-term Exam + Finding the generating functions for the continuous distributions
Week 16 | Preparatory week before the final Exam




Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week

There are no laboratories

Learning and Teaching Resources
w)xﬂ\g ‘oJaJJUQL,aA

Text

Available in the Library?

1-Introduction

to

probability
Rasheed,1999,2-nd edition ,Baghdad university

theory

,Dr.dhafir  H.

Required Texts 2-probability , Dr.kubais S. A Fahady Dr. Pirlanty J. shamoon, Yes
Ministry of Higher Education and Scientific Research University
of Mosul
Recommended 1- A first course in probability, Sheldon Ross, 2010, Eighth
Texts edition. No
2- Probability, schume series
https://www.khanacademy.org/math/statistics-probability/random-variables-stats-library
Websites https://www.khanacademy.org/math/statistics-probability
https://www.coursearena.io/topic/free-probability-theory-courses
Grading Scheme
Ol alaso
Group Grade ol Marks % | Definition
A — Excellent kel 90 - 100 Outstanding Performance
B - Very Good [SESRVES 80 -89 Above average with some errors
Success Group -
(50 - 100) C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory osgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgade 50-59 Work meets minimum criteria
Fail Group FX - Fail (Adlaadl 08) Cwsly | (45-49) More work required but credit awarded
(0-49) F - Fail Gl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.



https://www.khanacademy.org/math/statistics-probability/random-variables-stats-library
https://www.khanacademy.org/math/statistics-probability
https://www.coursearena.io/topic/free-probability-theory-courses

MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title Sampling Theory Il Module Delivery
Module Type Core X Theory
X Lecture

Module Code STAT208 [ Lab

; X Tutorial
ECTS Credits 6 O Prac_tical
SWL (hr/sem) 150 [ Seminar
Module Level L UGII Semester of Delivery 4
Administering Department STAT College CSM
Module Leader Dr. Rikan Abdulazeez Ahmed e-mail rikan.ahmed@uomosul.edu.iq
Module Leader’s Acad. Title Assistant Professor | Module Leader’s Qualification Ph.D.
Module Tutor e-mail
Peer Reviewer Name e-mail
Scientific Committee Approval Version Number
Date

Relation with other Modules
31 Ayl Slgall ao A8l

Prerequisite module None Semester
Co-requisites module None Semester



mailto:rikan.ahmed@uomosul.edu.iq

Module Aims, Learning Outcomes and Indicative Contents
Loliyl Gbgizally platll glEg dushylll 55l Sl

1- To deepen understanding of sampling process and create students’ awareness of the
sampling methodology in mathematical researches.

Module Objectivgs 2- cover sampling design and analysis methods that would be useful for research and survey

Ayl Boladl Colua] 3- A well designed sampling procedure ensures that we can summarize and analyze data with
a minimum of assumptions and complications

4- Introducing students to the principles and methods of designing inference-based samples
and clarifying the mathematical approach to them

1-  Apply the Stratified Sampling method
2-  Applies the simple estimation method in Stratified Sampling
3- Composes the optimum allocation of the sample size to stratum

Module Learning 4- Compares SRS and Stratified Random Sampling methods

Outcomes 5- Calculates required sample size for the estimators in Stratified Random Sampling

83l pladdl Ol y3e0 6- Applies the Ratio & Linear Regression Estimation method for Stratified Random Sampling
Aoyl 7-  Apply the Systematic Sampling (SS) methods

8- Expresses sample select process on SS
9- Applies SS method to strata
10- Apply the Two Phase Sampling methods

e Stratification and Stratified Random Sampling - What Is a Stratified Random Sample -
How to Take a Stratified Random Sample - Why Stratified Sampling [12 hrs]
e Population Parameters for Strata-Sample Statistics for Strata-Estimation of Population
Parameters from Stratified Random Sampling [12 hrs]
e Estimation of Population Parameters- Allocation of Sample to Strata-Proportional
Indicati Allocation- Optimal Allocation-Construction of Stratum Boundaries and Desired Number
ndicative Contents
LalinyYl gl of Strata [12 hrs]_ o B _ o _
B : - e Ratio & Regression Estimation in Stratified Random Sampling- Estimation with Mean &
Totals Probabilities- Determination of Sample Size [12 hrs]
e How To Take a Systematic Sample-Estimation of Population Characteristics-Variance of
Estimates-Efficiency of Systematic Sampling [12 hrs]
e Two-Phase Sampling for Estimation-Difference Method of Estimation-Procedure for
construction of estimators of the total[12 hrs]

Learning and Teaching Strategies

‘o:«.la.ﬂb ‘ola.'U‘ uko;ubu«:\

The main strategy that will be adopted in delivering this module is to encourage students’
participation in the exercises, while at the same time refining and expanding their critical
Strategies thinking skills. This will be achieved through classes, interactive tutorials and by considering
types of simple experiments involving some sampling activities that are interesting to the

students.




Student Workload (SWL)
LCW' Vol (S PE g,JUaU LSV"‘J"U‘ JA}J\

Structured SWL (h/sem) 78 Structured SWL (h/w) 5
Jamdl) D3 Al dati) ol jal) Jaal L snd Ul dstial) a5 Jesl)

Unstructured SWL (h/sem) 72 Unstructured SWL (h/w) 4
Jomdl) JDa QU i) e sl ) Jaa) L sl Ul odsiiall e sl ) Jaal

Total SWL (h/sem) 150

Jamdl) J3a llall IS sl 5l Jaal

Module Evaluation

dcanly )] B3 ot

: : Relevant Learning
Time/Number | Weight (Marks) | Week Due Outcome
. Quizzes 2 10% (10) 4 and 12 LO #3, #4 and #9, #10
FEDIEETTE Assignments 5 10% (10) 1t014 | LO#2-#10
assessment Discussions 5 10% (10) 5-10 All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 -#7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
Sl £ 50uY zlginll
Material Covered
Stratified Sampling- Introduction-Definition of Stratified Sampling-Advantages of Stratified Sampling-
Week 1 . L
Notation- Estimation Procedure
Week 2 Estimation of Population Mean- The Estimated Variance and Confidence Limits
Week 3 Optimum Allocation- Optimum Allocation for Fixed Cost- Optimum Allocation for Fixed Variance
Neyman Optimum Allocation- Proportional Allocation- Relative Precision of Stratified Random and Simple
Week 4 .
Random Sampling
Week 5 Sampling for Stratified Proportions- Sampling for Stratified Proportions
Week 6 Estimation of Sample Size with Continuous Data- Estimation of Sample Size with Proportions
Week 7 Mid-term Exam + Ratio Estimates in Stratified Random Sampling- Separate Ratio Estimator
Combined Ratio Estimator- Comparison Between the Separate and Combined Ratio Estimators- Optimum
Week 8 . . . .
Allocation with a Ratio Estimate
The Linear Regression Estimate- Regression Estimates with Preassigned b- Regression Estimates when b Is
Week 9
Computed from the Sample
Week 10 Large Sample Comparison with the Ratio Estimate and the Mean per Unit- Regression Estimates in Stratified
Sampling
Sampling- Introduction- Linear Systematic Sampling- Estimation of the Population Mean Systematic and Its
i A Variance
Week 12 | Comparison of Systematic with Stratified Random Sampling- Circular Systematic Sampling
Week 13 | Two Phase Sampling - Introduction - Two Phase Sampling for Estimation
Week 14 | Ratio Method of Estimation - Regression Method of Estimation
Week 15 | Two-Phase Sampling for Stratification
Week 16 | Preparatory week before the final Exam




Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week 1

Week 2

Week 3

Week 4

Week 5

Week 6

Week 7

u&t{)v‘.ﬂ‘j ‘o.l.«;i.l\_).)l.«,a.n

Learning and Teaching Resources

Text Available in the Library?
Required Texts I(;“rivzxg; gagwop;]l;?gggg estimation from finite populations. Yes
Recommended Cochran, William G. Sampling techniques. John Wiley & Yes
Texts Sons, 1977.
T https://www.tandfonline.com/doi/abs/10.1198/tas.2007.s89?journal Code=utas20
Sampling Methods: Exercises and Solutions
Grading Scheme
C’.)b,v.).” Lo
Group Grade aasil) Marks % | Definition
A - Excellent Jhial 90 - 100 Outstanding Performance
B - Very Good laa s 80 - 89 Above average with some errors
(Ssuoc?elsgo()Broup C - Good B 70-79 Sound work with notable errors
D - Satisfactory b gia 60 - 69 Fair but with major shortcomings
E - Sufficient J e 50 - 59 Work meets minimum criteria
Fail Group FX — Fail (Aadleall a8) il (45-49) More work required but credit awarded
(0-49) F — Fail il (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the

automatic rounding outlined above.



https://www.tandfonline.com/doi/abs/10.1198/tas.2007.s89?journalCode=utas20

MODULE DESCRIPTION FORM

duy I 8oLl Cano g 73900

Module Information
Ayl Bolall Sloglas

Module Title Numerical Analysis 11 Module Delivery
Module Type Elective Theory
Module Code STAT209 e
ECTS Credits 5 [ Tutorial
O Practical
SWL (hr/sem) 125 O Seminar
Module Level uaGll Semester of Delivery 4
Administering Department STAT College CSM
Module Leader Dr. Zaid T. Al-Khaledi e-mail zaid.alkhaledi@uomosul.edu.iq
Module Leader’s Acad. Title Lecturer Module Leader’s Qualification Ph.D.
Module Tutor Nada Nazar Mohammed e-mail nada-nazar1984@uomosul.edu.iq
Peer Reviewer Name e-mail
SDZ:::tiﬁc Sl T 01/06/2023 Version Number | 1.0
Relation with other Modules
31 Ayl sl gall mo A83all
Prerequisite module None Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl Olgisally phatll 5L g Ayl B3l LIl

This course provides an introduction to numerical methods used in statistics for solving

Module Objectives mathematical problems that arise in various fields. It's a continuation of Numerical
Gyl Baladl Colual Analysis I. The course covers numerical differentiation, numerical integration, initial
value problems for ordinary differential equations, and a quick glimpse on numerical
solution of partial differential equations.

. Perform numerical differentiation of functions.
Module Learning

Outcomes

Perform numerical differentiation of interpolants
Perform numerical integration of functions.
Perform numerical integration of interpolants.
alel) @laidl Ol y3en
EWRIRY]

Solve ordinary differential equations using appropriate numerical methods.

o U s wWN R

Solve partial differential equations using appropriate numerical methods.

Part A — Numerical differentiation:

Learning about backward, forward, and central approaches of finding derivative of
functions. Additionally, finding the numerical derivatives of numerical interpolants [16
hrs.]

Part B — Numerical integration:

Approximating finite integrals of functions using trapezoidal rule, Simpson's rule,

T (e ie Romberg integration, and Gaussian integration. Double integrals and integration of

Aol Y wlgisad!

interpolants are briefly interduce as well. [24 hrs.]

Part C— Numerical solutions of ordinary differential equations:

Euler's method, Runge-Kutta methods, second order ordinary differential equations.
[12 hrs.]

Part D — Numerical solutions of partial differential equations:

Finite difference methods for elliptic, parabolic, and hyperbolic equations. Finite

element methods for solving partial differential equations. [8 hrs.]

Learning and Teaching Strategies

oelatlly elatll Slazmsilal

Type something like: The main strategy that will be adopted in delivering this module
. is to encourage students’ participation in the exercises, while at the same time refining
Strategies . o - . L .
and expanding their critical thinking skills. This will be achieved through classes,

computer labs, weekly assignments, quizzes, and projects.




Student Workload (SWL)
LCW' Vol & g0 g,JUaU LSV"‘J"U‘ JA}J\

Structured SWL (h/sem) 63 Structured SWL (h/w) 4
el I CIllal) @lisiall qulyld) Jan) L gaasl LUl @hatiall (gubyad] Joasd

Unstructured SWL (h/sem) 6 Unstructured SWL (h/w) A
it INs Il elaiall e gobdl Josell b gonl Ul plaiiall e gulyldl Josull

Total SWL (h/sem)

12
ol M5 CIUal U1 g dl Jass) >

Module Evaluation

Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
5,11, and
Quizzes 3 10% (10) 13 All
Formative
5,11, 13,
assessment Assignments 4 20% (20) All
and 15
Projects / Lab. 1 10% (10) 13 All
Summative Midterm Exam 2hr 10% (10) 10 LO#1-#4
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
Sl (£ 9] zlgiall
Material Covered
Numerical differentiation of functions using Forward, Backward, and Central divided
Week 1

differences approaches.

Week 2 | Tylor’'s Expansion, Comparing accuracy of numerical differentiation approaches.

Week 3 High-order numerical differentiation

Week 4 Numerical differentiation of interpolants — Application on LaGrange interpolants

Week 5 Numerical integration - Trapezoidal rule.

Week 6 Numerical integration - Simpson's rule.




Week 7 Numerical integration - Romberg integration.
Week 8 Numerical integration — Gaussian integration.
Week 9 Numerical double integral.
Week 10 | Numerical integration of interpolants - Newton-Cotes Quadrature Formula
Week 11 | Numerical solutions of ordinary differential equations - Euler's method
Week 12 | Numerical solutions of ordinary differential equations - Runge-Kutta methods
Week 13 | Numerical solutions of second order ordinary differential equations
Numerical methods for partial differential equations - Finite difference methods for elliptic,
Week 14
parabolic, and hyperbolic equations.
Week 15 | Finite element methods for solving partial differential equations.
Week 16 Preparatory week before the final Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Lab 1 Implementation of numerical differentiation in MATLAB.
Lab 2 Numerical differentiation of interpolants.
Lab 3 Implementation of numerical integration in MATLAB.
Lab 4 Numerical double integral.
Lab 5 Newton-Cotes Quadrature
Lab 6 Runge-Kutta method
Lab 7 Second order ordinary differential equations
Lab 8 Numerical methods for partial differential equations
Lab9 Finite element methods for solving partial differential equations
Learning and Teaching Resources
U,«A”J).A.ﬁ\_g M\JJL@A
Text Available in the Library?
Required Texts Non
e Stoyan, Gisbert, and Agnes Baran. Elementary numerical
Recommended
- mathematics for programmers and engineers. Basel, No
exts
Switzerland: Springer International Publishing, 2016.




e Conte, Samuel Daniel, and Carl De Boor. Elementary
numerical analysis: an algorithmic approach. Society for
Industrial and Applied Mathematics, 2017.

Websites TBD
Grading Scheme
C)L?:).U\ hlaxo

Group Grade sl Marks % | Definition

A - Excellent Sl 90 - 100 Outstanding Performance

B - Very Good I due 80 -89 Above average with some errors
(S:(;:tielsgoG)roup C - Good NVes 70-79 Sound work with notable errors

D - Satisfactory osgio 60 - 69 Fair but with major shortcomings

E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Al 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail ool (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic
rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
mba&\ saldl) C'_iujlm

Module Title Data Base Module Delivery
Module Type Basic X Theory

X Lecture
Module Code STAT?210 X Lab
ECTS Credits 5 U Tutorial

[ Practical
SWL (hr/sem) 125 O Seminar
Module Level uaGll Semester of Delivery 4
Administering Department STAT College CSM
Module Leader | Dr. Najlaa Saad Ibrahim e-mail najlaa.s.a@uomosul.edu.iq

Module Leader’s Acad. Title

Assistant Professor

Module Leader’s Qualification

Ph.D.

Module Tutor Dr. Luma Akram Abdullah Ali e-mail luma.akram@uomosul.edu.iq
Peer Reviewer Name e-mail
ientifi . A |
Scientific Committee Approva 10/06/2023 Version Number | 1.0
Date
Relation with other Modules
A Dl 5ol 3 sall ae 48Nl
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents

4L5 Y1 il sinall g alail) il g Al all salall Calaa

Module Objectives
Haud ) salal) Calaal

1. The ability to interact with future systems. One of the most important goals of
database design is to plan the database to allow modifications and improvements
to it without the need to modify application programs or reorganize files.

2. Designing the data so that it is free of repetition and can be retrieved, modified
and added to without the problems that can occur with the presence of repetition
init.

3. Reducing the total cost of storage requirements.

4. The physical and logical organization of data so that it can meet expected
inquiries at the appropriate speed, as well as unplanned inquiries or to produce
non-routine reports.

Module Learning
Outcomes

A, salall Alesl) s e

1. Focus on the way data is organized and not on special applications.

2. The ability to represent the natural structure of the data so that it reflects the
logical relationships between the data.

3. Ensure that data can be shared among users for a variety of products.

4. Harmonization and compatibility with the current systems, so that the database
system adopted by the facility must be consistent with the programs, data and
procedures available at the facility.

5. Achieving interaction between multiple users and the database.

6. Achieving the logical coherence between the data distributed within the sub-files
of the database.

7. Allowing users to build their personal opinion about the data without caring about
the way the data is physically stored.

8. Allowing the database to evolve according to the needs of users.

Indicative Contents

Indicative content includes the following:

Part A - Basic Concepts of Database Management System:

Definition of databases, Purpose of database systems, Types of databases, Properties
of databases, Database system applications, View of data and database languages. [10
hrs]

Part B — The Relational Algebra and Relational Database Model:

Definition of relationships and their importance and Types them. Definition of
Algebraic  Operators(Projection  Operation,  Selection Operation, Cartesian
Multiplication and Join Operation).Definition of Set Operations( Union, Intersection,
difference and Division Operation).[24 hrs]

Part C - Create an integrated database in Access:

Create a database, configure tables, learn about the types and properties of fields,
Identify the operations that can be performed on fields and records , specify a primary
key for the table and work on relationships between tables (linking tables) and
understanding referential integrity. Creating queries using the Query Wizard and
designing queries. Creating forms through the use of several types of forms (form
tool, blank form, multiple elements, form wizard, split form, datasheet) and using
form design. Creating reports through reports using several types of reports (report
tool, blank report, report wizard) and using report design, previewing reports through
the use of several methods and printing reports.[26 hrs]




Learning and Teaching Strategies

adatl) g alatl) sl yiul)

The main strategy that will be adopted in delivering this module is to encourage
students’ participation in the exercises, while at the same time refining and expanding
their critical thinking skills. This will be achieved through classes, computer labs,
assignments, quizzes, and projects.

Strategies

Student Workload (SWL)

Structured SWL (h/sem) 63 Structured SWL (h/w) 4

Jeaill JMa Gl alaial ol 30 Jaal Loy I Btil (530 Jeal

Unstructured SWL (h/sem) 62 Unstructured SWL (h/w) 4

Jadl) A Ul alatiall jee ool Al Jaal) e sand Calldall alaiiall ye ol Hall Jasl)

Total SWL (h/sem)
Jomdl) J33 GlLall ISl 5l Jaal

125

Module Evaluation

Al ) saldll e.us]
Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 All
Formative Assignments 2 10% (10) 2and 12 All
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 All
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)
bl o sl rleiall

Material Covered

Week 1 | Introduction to databases and characteristics them.
Week 2 | History and applications of database System.
Week 3 Database users and administrators.
Week 4 Stages of developing databases.
Week 5 The concept of tables and data types and query them.
Week 6 Definition of relationships and their importance.
Week 7 | Types of relationships between tables.
Week 8 | Introduction to relational Algebra and Relational Database Model: Projection Operation
y Algebraic Operators: Selection Operation and the combination of the Selection Operation and
Week 9
Projection Operation.
Week 10 | Algebraic Operators: Cartesian Multiplication.
Week 11 | Algebraic Operators: Join Operation.
Week 12 | Set Operations: Union.
Week 13 | Set Operations: Intersection.
Week 14 | Set Operations: difference.
Week 15 | Set Operations: Division Operation.
Week 16 | Preparatory week before the final Exam.
Delivery Plan (Weekly Lab. Syllabus)
D8Rl e ) gl
Material Covered
Wweek1 | Create a database and create tables with different types of fields, in addition to controlling
field properties.
Week 2 | Apply operations taken theoretically to fields and records.
Determine a primary key for the tables and create relationships between the two tables or
Week3 | more, such as a one-to-one relationship, a one-to-many relationship, and a many-to-many
relationship, in addition to imposing referential integrity.
week 4 | Creating simple queries, a search query for duplicates, crosstab queries, and non-identical
queries through one of the previously created tables.
Wweek 5 | Creating queries using query design for linked tables and using the tab group for query

design.




Week 6 | Create forms using form tool, blank form, multiple elements, form wizard, split form and
datasheet for each table to facilitate data entry.

Week 7 | Creating forms using form design and using a group of tabs for designing forms by adding
logos, backgrounds and other operations to the form.

Week 8 | Generate reports using report tool, blank report and report wizard.

Week 9 | Create reports using the report design, use the report design tab group, and report printing.

Learning and Teaching Resources
u.u..gjﬂ\} (,L._“d\ JJLAAA

Text Available in the Library?

Required Texts

Adrien W. and Nelson E. “Database Design” by Hsoub
Academy, v1.0, first edition.

Recommended
. Aswad, Firas Muhammad and Lazim, Ali al-Hur No
“Databases”
Abou Elela ,M. 'Microsoft Office 2010 Professional” ,
Websites
Grading Scheme
Group Grade grevil Marks % | Definition
A - Excellent Dkl 90 -100 Outstanding Performance
B - Very Good [AENRTEN 80-89 Above average with some errors
(Ssut;:tielsgoG)roup C - Good A 70-79 Sound work with notable errors
D - Satisfactory das gia 60 - 69 Fair but with major shortcomings
E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX - Fail (Aaddll 28) i) ) | (45-49) More work required but credit awarded
(0-49) F - Fail el (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
Ayl Bolal Sloglas

Module Title Time Series Analysis Module Delivery
Module Type Core X Theory

X Lecture
Module Code STAT211 1 Lab
ECTS Credits 5 X Tutorial

[ Practical
SWL (hr/sem) 125 [ Seminar
Module Level uaGll Semester of Delivery 4
Administering Department STAT College CSM
Module Leader Dr. Najlaa Saad lbrahim e-mail najlaa.s.a@uomosul.edu.iq

Module Leader’s Acad. Title

Assistant Professor

Module Leader’s Qualification

Ph.D.

Module Tutor

Rehad Emad Slewa

e-mail

alshamany@uomosul.edu.iq

Peer Reviewer Name

e-mail

Scientific Committee Approval

Date 10/06/2023 Version Number 1.0
Relation with other Modules
S5 &yl Slgall ao Al
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl lgisally phatll 5L 9 Ayl 8Ll LIl

1. Visualize the examples above the different behaviors of time associated with
the random variable. Understanding these different temporal characteristics
in any application is the goal of time series analysis.

2. Among the most important time series are those related to economic
indicators and annual sales of companies in all aspects of their activities,
education, population size, and the like. The change that occurs in the values

Module Objectives of the time series variable or the values of its variables is a function of time

Ayl Bl Colua that can be represented graphically

3. Using time series data to look ahead and predict future change through the
facts of yesterday and today.

4. The use of time series in control systems, through which the production
process is controlled and knowledge of whether the product conforms to the
required specifications or not. Then the right decision can be taken and errors
in the production process can be corrected.

5. Building software systems for electronic control of production processes and
specifications.

1. Separating the components of the time series and knowing their interaction,
impact and contribution to describing the phenomenon of the time series

2. Estimating the component of the linear and non-linear general trend in two
ways, and how to remove the effect of the trend from the studied

Module Learning phenomenon.

3. Estimating seasonal, cyclical and random compounds and removing them from
Outcomes

the studied phenomenon.

4. Addressing the non- stationary of the series and preparing it to build the
olel) @laidl Ol y3en
dwlyd|

model.

5. Building a statistical model, a time series model with one variable or
multivariate, and interpreting its features through its relationship to the
studied phenomenon, and extracting facts about the behavior of the data.

6. Predicting the studied phenomenon in the future by means of Box-Jenkins
models

Indicative content includes the following.

Part A - Basic Concepts of Time Series:

Definition of time series, the purpose of using series, types of series, mathematical

models of time series, and analysis of regular and irregular main components. [10 hrs]
Indicative Contents

dyoliyY wbgisal! Part B - Estimating of Regular and Irregular Main Compounds:

Methods for measuring the linear and non-linear general trend and removing its
effect from the studied phenomenon, measuring the seasonal, cyclical and random
compounds and removing their effect, as well as using the Minitab program to
implement the methods for estimating the four compounds presented [30 hrs].




Part C - Box Jenkins models:

Studying the stationary of time series, non-stationary processing, and identifying
correlation functions represented by autocorrelation and partial autocorrelation
functions to determine model ranks and model building stages with application. [20
hrs]

Learning and Teaching Strategies

oalatlly @latll il il

Strategies

The main strategy that will be adopted in delivering this module is to encourage
students’ participation in the exercises, while at the same time refining and expanding
their critical thinking skills. This will be achieved through classes, interactive tutorials
by taking time series of a specific phenomenon and analyzing it using the Minitab
program and predicting its future values..

Student Workload (SWL)
e guwol V0 J O gunmn LIl (qwhyudl ol

Structured SWL (h/sem) 63 Structured SWL (h/w) 4
Bl I3 Ial) @laxiall (guhdl Jol e gl Ul eliziall gyl Jasdl

Unstructured SWL (h/sem) 2 Unstructured SWL (h/w) 4
Juadll I CIlall claiall 48 guhdl Joel b genl Ul plainall e gyl Jossll

Total SWL (h/sem)
Jradd] I3 IUall S (gl Jasd!

125

Module Evaluation

) . Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
2 10% (10) 5and 10 All
Formative
Assignments 4 20% (20) 4,811, All
assessment and 15
Report 1 10% (10) 13 All
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #6
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Week 1 Introduction to time series, its applications, purpose and how to draw it
Week 2 | Analysis of the main components of the time series
Week 3 Measuring the general linear trend by means of the Half Middle-Series Method
Week 4 Measurement of the general linear trend by least squares method

Measurement of the general non-linear trend by the method of curves of the second and
Week 5

third order
Week 6 Measurement of the general non-linear trend by semi-logarithmic equation method
Week 7 Removing the effect of the general linear and non-linear trend
Week 8 Measuring seasonal changes in the ratio method to the general average
Week 9 Measuring seasonal changes in a way relative to the general trend and removing its effect
Week 10 | Measuring cyclical changes in a way relative to the general trend and removing its effect
Week 11 | Measuring random changes and excluding removing its effect
Week 12 | Time series stationary and non- stationary treatment
Week 13 | Stages of building Box-Jenkins models
Week 14 | The first-order and p-order autoregressive model
Week 15 | First-order and g-order moving averages model
Week 16 | Preparatory week before the final Exam

Delivery Plan (Weekly Lab. Syllabus)

Material Covered
Week 1
Week 2
Week 3
Week 4
Week 5




Learning and Teaching Resources
w)xd\g M\)JL@Q

Text Available in the Library?
al-Mashhadani, M. H. & Eifan M.M.” From the methods Yes
Required Texts of statistics (indices and time series)”
Box, G., Jenkins, G., Reinsel ,G. and Ljung G.," Time Series
Analysis Forecasting and control", Copyright Year: 2016.
Recommended Liu, L.,"Time Series Analysis and Forecasting ", Copyright No
Texts Year: 2006.
Wei , W.S. " Time Series Analysis : Univariate and
Multivariate Methods ", Copyright Year: 1990
Websites
Grading Scheme
CJL?-JJ.H Lo
Group Grade el Marks % | Definition
A - Excellent el 90 - 100 Outstanding Performance
B - Very Good I de 80-89 Above average with some errors
(Ssu(;:tiels;oG)roup C - Good NVes 70-79 Sound work with notable errors
D - Satisfactory Jowgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgatn 50-59 Work meets minimum criteria
Fail Group FX - Fail (A laadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic
rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
mba&\ saldl) C'_iujlm

Module Title Research Methodology Module Delivery
Module Type Support Theory
Lecture
Module Code STAT?212
O Lab
ECTS Credits 2 O Tutorial
[ Practical
SWL (hr/sem) 50 O Seminar
Module Level uall Semester of Delivery 4
Administering Department STAT College CSM
Module Leader Dr. Wisam Wadullah Saleem e-mail wisam-stat@uomosul.edu.iq
Module Leader’s Acad. Title Lecturer Module Leader’s Qualification Ph.D.
Module Tutor Israa abduljawaad saleh e-mail Israa.alameen81@uomosul.edu.iq
Peer Reviewer Name e-mail
ientifi . A |
Scientific Committee Approva 10/06/2023 Version Number | 1.0
Date
Relation with other Modules
AN Al )l gall ae A8
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
BaudHall salal) Calaal
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Module Learning
Outcomes
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Indicative Contents
Lala LY il sisall

Indicative content includes the following.

A sl
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[10 hrs] .
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el e slias 3 58 3k A a5 dleliat s e sheall pen e A MUY Cle ) Jall cinall g guia g
liae 48 ST (5 Al o) guim canl sall 5 sleaall (3153 (3 sk a5 ¢35l g )5l 5 oalad) sl
3,k palall Caall) 38 (o Lo slaie V) Sy 1 G551 (3 ol alains 5 ¢ palall Canl) el ya g
[10 hrs] .PAP 43,k ¢ MAL 4& sk <2 )lé




Learning and Teaching Strategies

aabeil) g alail) Cilua il sind

(bl sl JSLaD J shadl sl 5 alad) Canll il gl 5 ol aladiinly aladl Canll Uiy o Al aoas

Strategies Jyaél\ IR (e lld (Bada o g o el A4S LA SR (e clemma g calal) Sl <) jlea Cpual aa

@’JL‘““DJ U_v\‘)m;\)]\‘g eL@.AX\J MA:A’:J\
Student Workload (SWL)
Lc}.u.n\ \°Jg._1}mqw$ubﬂ\ Jaall

Structured SWL (h/sem) 33 Structured SWL (h/w) 5

Jaadl) P Ul i) ol jal) Jeal) e sal alldall alaiiall sl all Jasll

Unstructured SWL (h/sem) 17 Unstructured SWL (h/w) 1

Jumill I8 Clllall aliial e s yall Jaal Lo paud llall il e s 30 Jal

Total SWL (h/sem)

Juadl) J3A lall Y il jall Jaal) >0
Module Evaluation
ol ) 33l
. . Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
LO
Quizzes 3 15% (15) 5and 10 #1,H#2 ,#3,#4,#5,#6,#7an
Formative d#8
assessment LO
Assignments 3 15% (15) 2 and 12 H#1,#2,#3,H#4,#5,H#6,#7,#8
and #9
Report 1 10% (10) 13 All
Summative Midterm Exam 2hr 10% (10) 9 All
assessment Final Exam 3hr 60% (60) 16 All

Total assessment

100% (100 Marks)




Delivery Plan (Weekly Syllabus)
@bl e pul) el

Material Covered

Week 1 el sl 5 Apalall 2 Taal) il 5 cipalall Tl ol caalad) A il Al i jmall 5 alall cunall alal) rgial

Week 2 bl il aal g5 ) ¢ aladl geiall il shad ¢ dalall Gl g8l o ¢ Agaladl oyl 58l
Week 3 Sl il el 5 Sal ¢ aled) Calaal dpndall el hall calall gl Cilial i) ¢ caladl zeiall dalal) anliall
Week 4 bl Canll ) g3l ¢ palall Canll a seda ¢ dadia
Week 5 (aladl anll slae ) @l gl ¢ paladl Canll ailiad ¢ aladl Cinll Calaal
Week 6 | . sisdll Jilas zrgie ¢ ilian¥) miall ¢ oan yaill zrgiall cllal) Al )3 mgia ¢ oamsall rgiall | 2 ) giall | alal) Cunll zeali
Week 7 i) ¢ aladl Candl 3 il an 5ol ¢ Gasall gl gl ¢ alill Gaalid) Cliia
Week 8 LAY ¢ AL A8y yha ¢ AdaaDld) A5y Hha ¢ el Cnd) 8 i) g ) gl
Week 9 Gl Ao LA &l glad ¢ alall Gunil) 8 Al jlid) 55k
Week 10 Allaial U ¢ Ailaiay) Ll bl g 5l
el 8l (and) & g se HLEa) 3kl yall e JLaal Glaad aal il jall due LA 8 Gaul1 5 yulad) aal
Week 11
doe UataY)
Week 12 Candl A se) il bag i cael Jall dlglilad g cila glaall pan
Week 13 ealall s saladl 3555 5ok aal (sl g sl (3 sl danl ¢ palall Gl gl jas sdlae G55 G0k
Week 14 e el s paliadll a8 ¢ aldl i) b aal jall g jaliaall paal caal yall §1 50 canl all 5 jaliadll G 3l
alal) Canl) aal ye s yoliae Aald LU 5 AT dal g ¢ aled) iadly Lalal)
Week 15 PAP 4 sk ¢ MAL 4 sk e s 48 5k calall Calil U8 (g0 Le Saie Y1 (S Sl (35500 3k
Week 16 ERRERY
Learning and Teaching Resources
ol g aladl) jalias
Text Available in the Library?
Required Texts Non -
Recommended il dasy adall Gl Ol (2000) . xmall 2 )5 50 canl ) No
Texts LB s Apaalal)
Websites




Grading Scheme

Group Grade i) Marks % | Definition

A - Excellent Dkl 90-100 Outstanding Performance

B - Very Good [SENRTEN 80 -89 Above average with some errors
(S:(;:tiefgoc-)iroup C - Good i 70-79 Sound work with notable errors

D - Satisfactory L sia 60 - 69 Fair but with major shortcomings

E - Sufficient Jsia 50-59 Work meets minimum criteria
Fail Group FX - Fail (Aadlaal) 08) il ) | (45-49) More work required but credit awarded
(0-49) F - Fail cl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic
rounding outlined above.




MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information

Ayl Bola)l loglas

Module Title Mathematical Statistics | Module Delivery
Module Type Core Theory
Lecture
Module Code STAT301
O Lab
ECTS Credits 7/ Tutorial
[ Practical
SWL (hr/sem) 175 O Seminar
Module Level ualil Semester of Delivery 5
Administering Department STAT College CMS
Module Leader | Dr. Hayfa Abdul Jawad Saieed e-mail haeifa965@gmail.com
Module Leader’s Acad. Title Assistant Professor | Module Leader’s Qualification Ph.D.
Module Tutor e-mail
Peer Reviewer Name e-mail
Scientific Committee Approval 01/06/2023 Version Number 1.0
Date
Relation with other Modules
S>3 dnly ! Slgall ao A3l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl Olgisally phatll 5L g Ayl B3l LIl

1. Explain probability mass, density , cumulative distribution functions ,joint density
, mass, cumulative functions with theur properties

2. Identify different moments of single variable and their properties and relations
between moments

3. Identifying generating functions and cumulants with their uses and properties

4. Learn about important measures such as median , modes, harmonic mean

Module Objectives variance mean deviation, coefficient of variation. These measures are very

el lll L1 Calota |r.npo.rtar.1t in s'Eudylng statlstlcaI. propert.|e5 of dlscr'ete anQ .contlrluous
distributions Which the student will study in Mathematical Statistics 2 in the
second course.

5. Learning joint probability functions, marginal and conditional probability
functions, joint, marginal, conditional moments, joint generating functions and
cumulants.

6. Defining theoretical joint measures such as covariance, simple correlation , and
partial correlation coefficients .

1. Understanding the process of calculating cdf for discrete and continuous
variables and how to find the pdf or pdf from cdf.

2. Recognize the different types of moments and their relationship between them

3. Recognize the relationship between generarating functions and their uses.

4. Understanding theoretical definitions for some measures of tendency for

Module Learning example median, modes ,and harmonic mean with their properties
5. Understanding definitions of some throretical dispersion measures for example
Outcomes
variance and mean deviation of a random variables with properties.
) o ) 6. Identifying joint random variables and joint pmf, pdf ,cdf and marginal
fbw bl Sl functions .
il 7. Learn the difference between joint ,marginal conditional functions.

8. Recognize another type of mathematical expectation, which is the joint
mathematical expectation and conditional expectations with their properties

9. Distinguish between independent and correlated random variables

10. Learn general definitions of joint generating functions and cumulants with their

properties and uses .

Indicative Contents
Aol wlgisall

Indicative content includes the following.

1. Probability mass, density functions with theorems and proofs, some examples and

discussions (3 weals) -

2. Expectations different kinds of moments, generating functions properties and

theorems with proofs exercises and homework's. (3 weals).

3. Theoretical definitions of mode, median, harmonic mean, geometric mean, variance

mean deviation, measures of skewness and kurtosis with properties and examples (3

weaks).

4. Definition of joint probability mass, density, cumulative and marginal functions ,

stochastic independence with different theorems and examples (2 weals).

5. Joint moments, marginal moments, moments of functions of random variables,

properties with examples. ( 1 weak).




6. Conditional distributions and conditional moments with theorems and examples 2
weaks ).

7. Joint generating fans cumulant functions, marginal generating and cumulants ( 1
weak).

8. Definition of covariance, simple and partial correlation coefficients with properties,
theorems with proofs and examples. (1 weak ).

Learning and Teaching Strategies

oslazlly @lazll ol el

Strategies

Encouraging students to participate in the class through discussion and solving
exercises, while improving and expanding their critical thinking skills through
reports and using software to calculate cumulative probabilities , moments or
drawing probability functions. Also linking the knowledge they receive with
the subjects that he studied in previous levels and the levels that he will turn to
later.

Student Workload (SWL)
leguwl VO J O g Jlal stbu\J\ Jed

Structured SWL (h/sem) Structured SWL (h/w)

Jnadll I CIlall elasiall (qelyld] Josxd| 8 b gl Clall @latioll gyl ool °
Unstructured SWL (h/sem) 97 Unstructured SWL (h/w) .
i)l I3 LUl @laziall pe gelyd] Jazell L gael CIUall latiall & (gl Joss

Total SWL (h/sem)

Jradl I Clall S gulydl Josd! 175
Module Evaluation
duwlydd) B3Le) s
Time/Number Weight (Marks) Week Due Relevant Learning
Outcome

Quizzes 2 10% (10) 5and 14 1-5,8-10
Formative Assignments 2 10% (10) 4 and 12 1-4, 8-10
assessment Open book exam 5 10% (10) 3,6,8,11,15 | 3,6,8,9, 10

Report 1 10% (10) 13
Summative Midterm Exam 2hr 10% (10) 7 LO #1 -#7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Week 1 Probability mass and density functions, Cumulative distribution function with properties
Mathematical expectation with properties, Moments around zero , central and non-central
Weelc2 moments . factorial moments
Week 3 Moment generating function, characteristic function with properties
Week 4 Probability generating function, cumulant generating function
Week 5 Median, Modes, Harmonic mean, geometric mean
Week 6 | Mean deviation, variance with properties
Week 7 | coefficient of variation, skeenes kurtosis mid-year exam
Week 8 Joint probability mass and density functions, joint cumulative distribution functions
Week 9 Marginal density, mass, cumulative functions
Week 10 | Joint moments,marginal moments, independence
Joint moment generating, characteristic function, joint cumulant generating functions and
Week 11
marginals
Week 12 | Conditional distributions, conditional cumulative distribution function with properties
Week 13 | Conditional moments
Week 14 | Covariance and simple correlation coefficients
Week 15 | Partial correlation with examples
Week 16 | Final exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1
Week 2
Week 3
Week 4
Week 5
Week 6




Week 7

Learning and Teaching Resources
wy.ﬁb M‘)Qw

Text Available in the Library?
1. Hermiz,A.H.(1989),"Mathrmatical Statistics ",
Directorate of Dar Al-Kutub for Printing and Publishing,
. University of Mosul, Iraq
Required Texts N Yes
School,P., Louisville, KY ,(2013) ,"Probability and
mathrmatical statiztics ",
https://www.researchgate.net/publication/272237355
Recommended Hog,R.V. and Craig, A.T. (1978) ," Inttofuction to
Texts mathrmatical statiztics ",fourth edition, Macmillan
Publishing Co., Inc. NEW YORK
Websites
Grading Scheme
o) lalases
Group Grade il Marks % Definition
A - Excellent kel 90 - 100 Outstanding Performance
B - Very Good [SESRVES 80 -89 Above average with some errors
(S:;fefgoc)iroup C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory Jowgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgado 50-59 Work meets minimum criteria
Fail Group FX — Fail (Adlaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic
rounding outlined above.




MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title Regression Analysis | Module Delivery
Module Type Core Theory
Lecture
Module Code STAT302 O Lab
ECTS Credits 6 X Tutorial
[ Practical
SWL (hr/sem) 150 O Seminar
Module Level uaGlll Semester of Delivery 5
Administering Department STAT College CSM
Module Leader Dr. Bashar A. Al-Talib e-mail bashar.altalib@uomosul.edu.iq

Module Leader’s Acad. Title

Assist. Prof.

Module Leader’s Qualification

Ph.D.

Module Tutor

Nada N. Al-Obaidi

e-mail

nazar1984@uomosul.edu.ig

Peer Reviewer Name

e-mail

Scientific Committee Approval

Date 13/06/2023 Version Number 1.0
Relation with other Modules
31 Ayl Slgall ao A8l
Prerequisite module Linear Algebra, Probability |, Probability II Semester 1,3,4
Co-requisites module Semester



mailto:nazar1984@uomosul.edu.iq

Module Aims, Learning Outcomes and Indicative Contents
LaliyYl lgisally phall 5L 9 Ayl B3l LIl

After completing this course, the students have ability to:

1. organize and analyze data using regression analysis.
2. operate open-source software in order to solve problems related to regression
analysis.
Module Objectives 3. building a greater understanding, theoretical underpinning, and tools for
duoly ! B3La)) Lol applying linear regression model and its generalizations.
4. explores the workings of multiple regression and problems that arise in applying
it.
5. going deeper into the theory of inference underlying regression and most other
statistical methods.
6. covers new classes of models for binary and count data.
The learning outcomes associated with this course are aimed at students being able to:
Define regression analysis.
Develop a deeper understanding of the linear and non-linear regression models
and its limitations;
3. Develop a greater familiarity with a range of techniques and methods through a
Module Learning diverse set of theoretical and applied readings;
Outcomes 4. Produces simple linear regression equation.
5. Estimates the model using LSE.
olel) @laddl Ol y5ee 6. evaluate the regression model.
)y 7. Determines standard error, variance, correlation coeficient of the estimate and
interprets them.
8. Lists the LSE assumptions.
9. Estimates the confidence intervals of the parameters and interprets them.
10. Analyzes the regression model by hypothesis tests and interprets the results.
11. Obtains the model using the matrices.

Indicative Contents
dolin Y wlgisad!

Indicative content includes the following.

1.

O N A WwWN

10.
11.
12.
13.
14.
15.

An introduction to simple linear regression analysis

Regression assumptions

Estimation of regression parameters using the least squares method
Some properties of the regression line equation

Estimate the variance of model parameters and the average response
Hypothesis testing and confidence limits in regression models
Equivalence between the F test and the t test,

Determination coefficient R2, its maximum value, correlation coefficient and its
relationship to the regression coefficient

Non-conformity test

Regression through the origin

Test hypotheses related to the correlation coefficient

Appreciation in the manner of the greatest possibility

Matrix method in simple linear regression

Irregularities or defects in the assumptions of analysis

The difference between correlation and regression




Learning and Teaching Strategies

oty el ol

Strategies

1.

2.

Upon successful completion of this course, the learner will be able to:

Understand the concept of simple linear regression model and properties of
model parameters;

Understand the development of modern statistical models and relationships of
these models;

Apply various linear models to address research questions and fit into different
data structure;

Utilize statistical software such as SPSS and R procedures in computation and
analysis;

Interpret results from specific statistical model;

Integrate analytical skills and knowledges from research questions and statistical
hypotheses,

to study design, variable definition and data collection, statistical analysis and
computation,

interpretation of results through a team project;

Develop collaboration and interprofessional skills through team work

Student Workload (SWL)
e guwl 10 J Ogumn CIlall (gl Jozdl

Structured SWL (h/sem) Structured SWL (h/w)
ol I3 Il aziall gubyl Ja 78 L gl el lazzall gubyll Jacn) >
Unstructured SWL (h/sem) 72 Unstructured SWL (h/w) 4
Jradl I Clall elaiiall pe (guhddl Jose) b gl Ul platiall e gulyldl Josell
Total SWL (h/sem)
Juad)l s CIlall SII gyl Jozell 130
Module Evaluation
duwlydd) B3Le) unds
Time/Number Weight (Marks) Week Due Relevant Learning
Outcome

Quizzes 2 20% (20) 4 and 10 LO #1, #2 and #8
Formative LO #4, #6 and #7, #9,
assessment Assignments 2 10% (10) 4and 12 #10, #11

Report 1 10% (10) 13 LO #8- #11
Summative Midterm Exam 2hr 10% (10) 8 LO #5 - #11
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Week 1 Introduction

Week 2 Parameter Estimation using OLS -1-

Week 3 Parameter Estimation using OLS -2-

Week 4 properties of regression equation

Week 5 Estimation of parameter variance

Week 6 Hypothesis testing

Week 7 confidence limits

Week 8 | Tests Equivalent and correlation coefficient
Week 9 | The relationship of the correlation coefficient with the regression coefficient
Week 10 | Regression through the origin -1-

Week 11 | Regression through the origin -2-

Week 12 | Hypotheses testing of correlation coefficient
Week 13 | Regression Analysis using Matrix Approach
Week 14 | Elementary Regression Diagnostics

Week 15 | Simple Regression Analysis using SPSS

Week 16 | Preparatory week before the final Exam

Delivery Plan (Weekly Lab. Syllabus)

Material Covered




Learning and Teaching Resources
w)w‘j M\)&L,a.o

Text Available in
the Library?
Jeremy Arkes - Regression Analysis_ A Practical Introduction-
Required Texts Yes
Routledge (2023)
1. (Chapman & Hall_CRC Statistics In The Social And Behavioral
Sciences) Jocelyn E. Bolin - Regression Analysis in R_ A
Comprehensive View For The Social Sciences-CRC Press _
Taylor & Francis Group (2023)
2. (International Series in Operations Research & Management
Science, 337) Daniel P. McGibney - Applied Linear Regression
for Business Analytics with R_ A Practical Guide to Data
Science with Case Studie 2023
Recommended 3. Michael Mitchell - Interpreting and Visualizing Regression Ves
Texts Models Using Stata-StataCorp (2021)
4. William Mendenhall, Terry Sincich - A Second Course in
Statistics_ Regression Analysis 8th Edition-Pearson (2020)
5. Montgomery , Ping and Vining, Introduction to Linear
Regression Analysis (2012)
6. (Wiley series in probability and statistics) R. Dennis Cook,
Sanford Weisberg - Applied Regression Including Computing
and Graphics (Wiley Series in Probability and Statistics)-Wiley-
Interscience (1999)
Websites
Grading Scheme
C’)b,g.).” Lo
Group Grade el Marks % Definition
A - Excellent el 90 - 100 Outstanding Performance
B - Very Good I dae 80 -89 Above average with some errors
(S:(;:c_e:;o(;roup C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory Jowgie 60 - 69 Fair but with major shortcomings
E - Sufficient Jgstn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Adlaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail Gl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM

‘\_\M\J.ﬂ\ salall S g C.Jj.u

Module Information
sl ) 3alall Cila glas

Module Title Operation research Module Delivery
Module Type Basic X Theory

X Lecture
Module Code STAT303 [ Lab
ECTS Credits 5 X Tutorial

[ Practical
SWL (hr/sem) 125 ] Seminar
Module Level ualil Semester of Delivery 5
Administering Department STAT College CSM
Module Leader Dr. Zinah Mudher AlLbazzaza e-mail Zeenamudhar@uomosul.edu.iq
Module Leader’s Acad. Title Lecturer Module Leader’s Qualification Ph.D.
Module Tutor Talal AbdAlrazaq Saeed e-mail talal744740@uomosul.edu.iq
Peer Reviewer Name e-mail

Scientific Committee Approval

Date 10/06/2023 Version Number 1.0
Relation with other Modules
6 DAY A all ) sall ae A8l
Prerequisite module None Semester
Co-requisites module None Semester



mailto:Zeenamudhar@uomosul.edu.iq

Module Aims, Learning Outcomes and Indicative Contents

AL5 Y1 il ginall g alail) il g Al al) salall Calaa

Module Objectives
Al all 3ol Calaal

The purpose of this teaching this object to enable students to understand the
principles and the basics of operation research and quantities methods, making them
able to engage in the business market in the future and be able to make the right
decision with regard to the field of business.

1-The main objective of Operation Research is Optimization, i.e.," to do thinks best
under the given circumstances. "

2- The student is familiar with the operation research concepts and building model
for practical problem, and solve it

3-Learn about Sensitivity Analysis to identify how much variations in the input values
for a given variable impact the results for a mathematical model

4 Learn about Network Analysis to minimize total project cost and minimize total
project duration

5 -Recognize the intention of Game theory to produce optimal decision -making of
independent and competing actors in a strategic setting

Module Learning
Outcomes

Aol Hall salall alasl) s jAa

1- Giving lectures and using textbooks

2- Solving issues related to scientific material

3- The use of e-learning in teaching according to the available capabilities

4- Self-learning method

5- One of the most important outputs is building a base for the student to move to
the basic stages of subjects in which Operations research has an important role in
various fields of theoretical and practical life, and the entry of this important subject
into various fields of life, and since it has entered many fields, it had to be studied from
all aspects because of its impact on production processes in terms of achieving the
highest possible profit in productive projects and lowering costs. To the least possible

in production and service projects are the basis.

Indicative Contents
LaLa LY il siaall

Part (1) - Definition of operation research, Build &solve the model of linear
programming, methods of finding the optimal solution using graph, simplex

M- Technique and dual simplex. [16 hours]

Part (2) Sensitivity Analysis . [9 hours]

Part (3) - balance and solve Transportation problem and test of initial solution . [14
hours]

Part (4) - Network Analysis to minimize total project cost and minimize total project
duration . [11 hours]

Part (5) - Game theory, optimal solution of Two-persons zero- sum Games &Solution
of mixed strategy Games . [13 hours]




Learning and Teaching Strategies

el Al Clia ) i

Strategies

The main strategy that will be adopted in delivering this module is to encourage
students’ participation in the exercises, while at the same time refining and expanding
their critical thinking skills. This will be achieved through classes, interactive tutorials
and by considering types of simple experiments involving some sampling activities that
are interesting to the students.

Student Workload (SWL)

Structured SWL (h/sem) 63 Structured SWL (h/w) 4
Juadl) JBA Ul el ol ) Jaal) e sansd calldall aliiall asd 5l Gl

Unstructured SWL (h/sem) 2 Unstructured SWL (h/w) 4
Jeaill oA IR il e sl ) Jaal L paud QLN oLl el yall Jaal

Total SWL (h/sem)

Juadll A ldall Y il jal) Jasl) 125
Module Evaluation
ol ) 33l
Time/Number Weight (Marks) Week Due Relevant Learning
Outcome

Quizzes 2 10% (10) 5and 10 All
Formative Assignments 2 10% (10) 2 and 12 All
assessment H. W 3 10% (10) 2,5,and8 | All

Report 1 10% (10) 13 All
Summative Midterm Exam 2hr 10% (10) 7 All
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)
@bl e pul) el

Material Covered

Week 1 Introduction, Definition, Discussion, Linear programming model , Min & Max model, Model Building

Week 2 Solve the L.P. model, Graphical method

Week 3 Simplex method, Standard form , Solve the L.P by using simplex method

Week 4 Special case in graphical method and simplex method, No feasible solution, Multi — optimal solution,
Unbounded solution, Degeneracy

Week 5 M- Technique

Week 6 Dual model

Week 7 Sensitivity Analysis or post optimality analysis

Week 8 Transportation problem, Transportation model, Balanced Transportation problem

Week 9 North-west corner method, least cost method, Vogel's approximation method

Week 10 | Test ideal first solution in transportation problem, the stepping stone method

Week 11 | Network Analysis

Week 12 | Critical path method (CPM) computation

Week 13 | PERT network

Week 14 | Game theory, optimal solution of Two-persons zero- sum Games

Week 15 | Solution of mixed strategy Games

Week 16 | Preparatory week before the final Exam




Learning and Teaching Resources
U"“.'?Jﬂ‘ﬁ ela.\]\ _)JLA.A

Text Available in the Library?
Required Texts L;M\ dol>/ Oldoal! Grgm Yes
Recommended )
. Operation research /Hamdy Taha No
Websites
Grading Scheme
Group Grade peRcul Marks % Definition
A - Excellent bl 90-100 Outstanding Performance
B - Very Good [RENRTEN 80-89 Above average with some errors
(Sstjgfelsgoc)iroup C - Good a 70-79 Sound work with notable errors
D - Satisfactory L sia 60 - 69 Fair but with major shortcomings
E - Sufficient J e 50-59 Work meets minimum criteria
Fail Group FX - Fail (Aadlaall 28) iy | (45-49) More work required but credit awarded
(0-49) F - Fail Cl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic
rounding outlined above.




MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title Data M ining Module Delivery
Module Type Core Theory
X]
Module Code STAT304 enre
ECTS Credits 5 [ Tutorial
O Practical
SWL (hr/sem) 125 O Seminar
Module Level ualll Semester of Delivery 5
Administering Department STAT College CSM
Module Leader | Dr. Osamah Basheer Shukur e-mail drosamahannon@uomosul.edu.iq
Module Leader’s Acad. Title Assistant Professor Module Leader’s Qualification Ph.D.
Module Tutor e-mail
Peer Reviewer Name e-mail
SDZ:::tiﬁc Sl T 10/06/2023 Version Number 1.0
Relation with other Modules
sz_é-;}H duwolyddl 3l gl & A8l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents

LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
Gyl Baledl Colual

1. To learn how to mine datasets through understanding the theoretical basis
concepts for statistical data mining with practical applications.

2. To learn the techniques of displaying and arranging the datasets statistically.
To solve the different problems of datasets by using the suitable statistical and
modern approaches or improving these approaches to be more appropriate to
perform an accurate analysis of datasets.

Module Learning
Outcomes

53lal) wlatll olory3en
daly I

Recognize types of data and samples statistically.

Learning how to display the data statistically.

Understanding time series data mining.

Modelling time series data.

Learning how to use clustering.

Learning how to use Goodness of fits and error measurements.

Indicative Contents
dalin Y wlgisad|

Data Mining, definition, and introduction.

Basics of Types of Data.

Histogram, Scatter plot, and Box-plot., Quantiles and Probability Plot.
Time series data mining.

Data Transformations, Box-Cox Transformation.

Time series models, definition and introduction.

Measures of distance, Measures of Similarity.

Clustering, definition and introduction.

W X N o U ks WD RO WDN R

Hierarchical methods for clustering.
10. Non- Hierarchical methods for clustering.
11. Multiple linear regression, definition and introduction.

12. Goodness of fits and error measurements.

Learning and Teaching Strategies

oty @l ol

Strategies

Type something like: The main strategy that will be adopted in delivering this module
is to encourage students’ participation in the exercises, while at the same time
refining and expanding their critical thinking skills. This will be achieved through
classes, interactive tutorials and by considering types of simple experiments involving
some sampling activities that are interesting to the students.




Student Workload (SWL)
LCW' Vol (S PE g,JUaJJ LSV"‘J"U‘ JA?J\

Structured SWL (h/sem) 63 Structured SWL (h/w) 4
dradll I Il elasiall bl Josxdl b gend CUall lasiall (qoly) ol

Unstructured SWL (h/sem) 6 Unstructured SWL (h/w) A
i)l INs LIl elaiall e gobdl Josell b gonl Ul plaiiall e gulyldl Josull

Total SWL (h/sem)

dnadl I3 Il g&“ @+hdl Jod! 125
Module Evaluation
duwlydd) B3Le) @unds
Time/Number Weight (Marks) Week Due Relevant Learning
Outcome

Quizzes 3 10% (10) 5and 10 LO #2 and #3
Formative Assignments 2 5% (5) 2and 12 LO #1, #2 and #3
assessment Projects / Lab. 9 20% (20) Continuous | LO #1, #2 and #3

Report 1 5% (5) 13 LO #1, #2 and #3
Summative Midterm Exam 2hr 10% (10) 7 LO #2 and #3
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
Sl £ ¥l zlginll

Material Covered

Week 1 Data Mining, definition, and introduction.

Week 2 Basics of Types of Data.

Week 3 Histogram, Scatter plot, and Box-plot., Quantiles and Probability Plot.
Week 4 Time series data mining.

Week 5 Data Transformations, Box-Cox Transformation.

Week 6 Time series models, definition and introduction.

Week 7 Case study.

Week 8 Mid-term Exam.

Week 9 Measures of distance, Measures of Similarity.




Week 10 | Clustering, definition and introduction.

Week 11 | Hierarchical methods for clustering.

Week 12 | Non- Hierarchical methods for clustering.

Week 13 | Case study.

Week 14 | Multiple linear regression, definition and introduction.

Week 15 Goodness of fits and error measurements.

Week 16 | Preparatory week before the final Exam.

Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week 1 Lab 1: Histogram, Scatter plot, and Box-plot., Quantiles and Probability Plot (Minitab and Excel).

Week 2 Lab 2: Time series data mining, Plotting, ACF, PACF (Minitab).

Week 3 Lab 3: Time series modelling (Minitab).

Week 4 Lab 4: Practical Mid-term Exam.

Week 5 Lab 5: Hierarchical methods for clustering.

Week 6 Lab 6: Non- Hierarchical methods for clustering.

Week 7 Lab 7: Multiple linear regression, Goodness of fits and error measurements.

Learning and Teaching Resources
u‘e)u\ﬂ\g ‘nhﬁ\)bw

Text Available in the Library?

. Tufféry, S. (2011). Data mining and statistics for decision
Required Texts ) i Yes
making. John Wiley & Sons.

Olson, D. L., Lauhoff, G., Olson, D. L., & Lauhoff, G.

Recommended T o _

(2019). Descriptive data mining (pp. 129-130). Springer No
Texts .

Singapore.
Websites http://www.cs.cmu.edu/~./awm/tutorials/index.html




Grading Scheme

Gl lalases

Group Grade geRt] Marks % | Definition

A - Excellent Sl 90 - 100 Outstanding Performance

B - Very Good I dae 80 -89 Above average with some errors
(Ssut;:tiefgoc)iroup C - Good dax 70-79 Sound work with notable errors

D - Satisfactory Jaugie 60 - 69 Fair but with major shortcomings

E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail el (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
daly ! B3l ologlas

Module Title Hypothesis testing Module Delivery
Module Type Core Theory
Lecture
Module Code STAT305
O Lab
ECTS Credits 4 Tutorial
O Practical
SWL (hr/sem) 100 O Seminar
Module Level ualil Semester of Delivery 5
Administering Department STAT College CSM
Module Leader Dr. Mhasen Saleh Abdullah e-mail mhasenaltalib@uomosul.edu.iq
Module Leader’s Acad. Title Lecturer Module Leader’s Qualification Ph.D.
Module Tutor e-mail
Peer Reviewer Name e-mail
ientifi . A |
SD:::“ ic Committee Approva 10/06/2023 Version Number | 1.0

Relation with other Modules

3 Ayl Slgall ao dBMall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl Olgisally phatll 5L g Ayl B3l LIl

1. statistical hypothesis test is a method of making decisions using data, either
from a controlled experiment or from an observational (uncontrolled) study.
In statistics, a result that is statistically significant if it is not expected to have
occurred by chance alone, according to a predetermined probability
threshold, is called the degree of significance.

2. Familiarize yourself with the subject of statistical hypothesis testing, when it
is applied, the extent to which its results are benefited, and what are the
statistical terms that must be recognized (such as the level of significance,

Module Objectives error of the fi.rst and sec0|.1d kind, types ?f hypotheses ..... ) i.n order to define
Ayl 3Ll Gl the'h.ypothe5|s and apply it correctly, which leads to a decision Correct
decision.

3. The purpose of testing a particular hypothesis.

4. What is the statistical hypothesis, what does it consist of, and what is its
statistical formula.

5. Identifying the types of tests: for one community, two communities, or more,
and what are the statistical characteristics of this community.

6. What are the parameters being tested, mean, ratio or variance...

7. Knowing the quality of the data and the distribution of the community from
which the sample that will be tested is taken until the correct hypothesis is
developed.

8. There are two possible outcomes to a hypothesis test: Reject the null
hypothesis, Ho, in which case we have evidence in support of the
alternative hypothesis. Not reject the null hypothesis, Ho, in which case
we do not have enough evidence to support the alternative hypothesis.

9. Learn about the statistical hypothesis and how to formulate it.

10. Errors of the first and second kind

11. Significant level

12. The areas of rejection and acceptance of the null hypothesis

Module Learning 13. The statistical laboratory, its types and its uses
14. Collect data from the sample and calculate the value of the statistical
Outcomes
laboratory
15. How to make a decision.
Balel) M‘ ilryee 16. Types of tests (parametric and non-parametric)
dpaly ) * For small and large samples.
A) Means test (one mean, two averages, more than two means (one-way
and two-way analysis of variance))
b) Contrast test (one contrast, two contrasts and multiple contrasts)
c¢) Proportions test (one ratio, two ratios).

10. non-parametric tests: a general introduction to these tests, when to use
them, and what data are subject to these tests, in addition to some
commonly used tests.

11. Mann-Whitney test, Kruskal test and Wilcoxon test.




Indicative Contents
dolin Y lgisad|

Indicative content includes the following.

1. Identify the types of hypothesis testing (parametric and non-parametric)

2. How to determine the appropriate hypothesis for the available data.

3. Formulate the hypothesis.

4. Types of hypotheses.

5. How is the decision to accept or reject the hypothesis taken?

6. Knowing the quality of the data and the distribution of the community from which
the sample that will be tested is taken until the correct hypothesis is developed.

Learning and Teaching Strategies

oty el ol el

Strategies

Encouraging students to participate in the class through discussion and solving
exercises, while improving and expanding critical thinking skills through reports
and using programs to calculate the statistical laboratory, as well as linking the
knowledge they receive with the materials they studied in previous levels and
the levels they will turn to later.

Student Workload (SWL)
LCW‘ Yol O guweo Jlal stbu\.ﬂ Jed

Structured SWL (h/sem) 48 Structured SWL (h/w) 3
i)l U3 LIl elaziadl guhyldl Josd! b gend CUall latiall (qoly) ol

Unstructured SWL (h/sem) - Unstructured SWL (h/w) 3
el M LIl plaziadl pe gohyldl Josd! b gonl Ul plaiiall e gyl Jossll

Total SWL (h/sem)

Jradd] I3 CIUall S gyl Jasd! 100

Module Evaluation

. . Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome

Quizzes 2 10% (10) 5and 10 1-5,8-10
Formative

Assignments 2 10% (10) 2 and 10 1-4,7-9
assessment

Open book exam 4 10% (10) 4,6,7,10 4,6,7,11




Report 1 10% (10) 13
Summative Midterm Exam 2hr 10% (10) 8 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
sz.kuﬂ L?Cyuw}’\ CL@,wJ\
Material Covered
Week 1 Hypothesis testing: definitions with general concepts
Week 2 Building hypotheses: the null hypothesis and the alternative hypothesis with testing from one side
and from two sides, error of the first and second kind, and the power of the statistical test.
Week 3 | Test criterion: The steps involved in testing a hypothesis.
Week 4 Tests related to averages: A test related to one average in the case of large samples.
Week 5 Tests related to averages: a test related to one average, analysis hypotheses and applied examples
related to one average test in the case of small samples.
Week 6 Difference of two means tests: The difference between two means using large samples.
Z-test
Week 7 Difference of two means tests: The difference between two means using small samples
t-test and test the difference between two related means. t-tailed.
Week 8 Testing the difference between more than two means: Introduction- analysis of variance - one-way
and two-way.
Week 9 One-way analysis of variance model parameters estimation. two -way analysis of variance and
Practical examples.
Week 10 A test related to proportions for a population with a binomial distribution - for one sample + applied
examples
Week 11 | Test the difference between two proportions / applied examples
Week 12 Tests for standard deviation and variance: A normal population test of variance, A test for the
homogeneity of two variances between two independent estimates.
Week 13 | Tests for standard deviation and variance: A test for the equality of several variances
Week 14 | common nonparametric tests: Introduction, 1. The Mann-Whitney U test
Week 15 2. The Wilcoxon Site Rank Test.
3. The Kruskal-Wallis test
Week 16 | Final exam




Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week 1

Week 2

Week 3

Week 4

Learning and Teaching Resources
u&l:.{)u\.z.]‘j M\)aw

Text

Available in the Library?

1. Al-Rawi, Khasha’a Mahmoud (1998) “Introduction to
the Principles of Statistics”, first edition, Ibn Al-Atheer
Press, University of Mosul-Iraq.

Required Texts . Yes
2. Prof. Kamal Alwan Khalaf and Prof. Dr. Emad Hazim
(2009) "Testing Statistical Hypotheses", Al Jazeera
Printing and Publishing Office - Baghdad.
Recommended 3e- Daryl S. Paulson, (2008); “Biostatistics and Microbiology” )
Electronic
Texts Bioscience Labortoies Bozeman, MT, USA.
Websites
Grading Scheme
C’.)b,v.).” Lo
Group Grade il Marks % | Definition
A - Excellent el 90 - 100 Outstanding Performance
B - Very Good I de 80-89 Above average with some errors
(s:;fefgoc)imUp C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory Lugio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgstn 50-59 Work meets minimum criteria
Fail Group FX - Fail (ddleadl W8) Csly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic
rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
mba&\ XA C'_iujlm

Module Title Computer Applications Module Delivery
Module Type Basic Theory

Lecture

Module Code STAT306

X Lab
ECTS Credits 3 O Tutorial

[ Practical
SWL (hr/sem) 75 ] Seminar
Module Level UGl Semester of Delivery 5
Administering Department STAT College CSM
Module Dr. Mahmood M Taher e-mail mahmoo81_tahr@uomosul.edu.iq

Leader

Module Leader’s Acad. Title | Lecturer Module Leader’s Qualification Ph.D.
Module Tutor | Shaimaa Waleed Mahmood e-mail shaimaa.waleed@uomosul.edu.iq
Peer Reviewer Name e-mail
Scientific Committee 10/06/2023 Version Number 1.0
Approval Date

Relation with other Modules
AV A 5ol 3 sall ae A8Mlall

Prerequisite module

Semester

Co-requisites module

Semester




Module Aims, Learning Outcomes and Indicative Contents

4L5 Y1 il ginall g alil) il g Al all salall Calaa

Module Objectives
Baud ) salal) Calaal

1. To develop statistical analysis skills using direct and indirect methods.

2. To understand the generation of data from different distributions with the
calculation of descriptive statistics.

This course deals with the basic concept of the Minitab program and spss.
The main topic for understanding and the application of most statistical
measures.

To apply time series analysis and simple linear regression analysis.

To perform statistical tests.

H>w

Module Learning
Outcomes

Balall ALt i ie
Al Al

Learn how the Minitab program works and the types of program interfaces.
Gain skills in data entry by direct and indirect methods.

Able to deal with data by calculating descriptive statistics and dealing with
matrices.

Applying statistical tests by direct and indirect methods.

Acquiring skills in coding data.

The ability to analyze variance using direct and indirect methods.

Learn about data generation and calculating probability and density functions.
Ability to analyze time series and interpret results.

Learn how the SPSS program works and the types of program interfaces.
10 The ability to handle data and calculate most descriptive statistics.

11. Ability to simple linear regression analysis and interpret results.

W RO

© oo~ ks

Indicative Contents
Jala Y1 b giadl)

Indicative content includes the following.

Part A - basic concepts of statistical analysis
dealing with program destinations, data entry methods, definition of variables and
their types. [24 hours]

Part B - Statistical Tests
Application of Statistical Tests, graphics, Generate data for statistical distributions,
Time Series Analysis. [20 hours.]

Part C — Distributions
Introduction to spss program ,Compare means, Linear Regression Model Analysis.
[16 hours]




Learning and Teaching Strategies

aabeil) g alail) Cilua i sind

Strategies

Encourage students’ participation in the exercises, while at the same time
refining and expanding their Practical thinking skills. This will be achieved
through classes, computer labs, assignments, quizzes, and projects.

Student Workload (SWL)

Structured SWL (h/sem) 63 Structured SWL (h/w) A
Jadl) A llall alaiigl) A Jeall Le sand alUall alial) = Al Jasl)

Unstructured SWL (h/sem) 15 Unstructured SWL (h/w) 1
daadll J3a Gl alaiial) yie o) Al Jasl) e sl Galall aliiidd) jae ol ) Jaall

Total SWL (h/sem)

Jusdll & allall S sl jall el &
Module Evaluation
:\.,3...»\):5\ 3alall e:x..gsﬁ
Weight Relevant Learnin
Time/Number § Week Due :
(Marks) Outcome
. Quizzes 10% (10) 5and 9 LO #1,#2 #3,#4and #6
Formative
Homework 10% (10) 6and 11 | LO #1-#8and#9
assessment .
Lab 20% (20) Continuous | All
Summative | Midterm Exam 2hr 10% (10) 12 LO #1-#8and#9
assessment | Final Exam 3hr 50% (50) 16 All
100% (100

Total assessment

Marks)




Delivery Plan (Weekly Syllabus)
@bl e pul) el

Material Covered

Week 1 Introduction to the Minitab program- Types of interfaces, types of variables
Week 2 Data Entry, indirect method, direct method
Week 3 Simple statistics using the command
Week 4 Mathematical operations, rows (states), columns (variables), constants
Week 5 Matrices, mathematical operations, addition, subtraction, division, multiplication
Week 6 Descriptive Statistics, graphics
Week 7 Statistical tests, normality test
Week 8 Encoding variables, standardizing, sampling
Week 9 Analysis of Variance Table ANOVA
Week 10 | Generate distributions, probability density function, cumulative density function
Week 11 | Time series analysis

Introduction to spss program, types of interfaces, the definition of variables, Enter data, describe the
Week 12

variables
Week 13 | Calculating statistical measures using the program's menus, Statistical tests
Week 14 | compare means, graphics
Week 15 | Regression analysis
Week 16 | Preparatory week before the final Exam

Delivery Plan (Weekly Lab. Syllabus)
idall e gl #leiall

Material Covered
Week 1 Lab 1: Application on program interfaces and to implement of simple commands
Week 2 Lab 2: Application arithmetic operations on matrices
Week 3 Lab 3: Application: Descriptive Statistics, graphics
Week 4 Lab 4: Apply Statistical tests and normality test, Analysis of Variance Table ANOVA
Week 5 Lab 5: Application: Generate distributions, probability density function, cumulative density function
Week 6 Lab 6: Application of Time series analysis
Week 7 Lab 7: Application on program interfaces spss and implement of commands
Week 8 Lab 8: Application on compare means, graphics
Week 9 Lab 9: Application of Regression analysis




Learning and Teaching Resources
U"‘:’Jﬂ\J eh_“d\ JJL;AA

Available in the
Text .
Library?
Required Texts | Non
1- Minitab, L. L. C. (2020). Getting started with Minitab
statistical software. Software manual, Minitab.
Recommended 2-Arkke|in, D. (2014) USing SPSS to understand
Texts research and data analysis. No
Lagiepnlia JlaV¥) Jidadll” julallae )5 e g iyl (3 )Ua-2
daaa ) pladin) clinkiMinitab 4l dgnkil) o glal) daalae "
2011.cn
Websites https://www.minitab.com/en-us/
Grading Scheme
I Grade Pl (I)\//cl)arks Definition
A - Excellent el 90 - 100 | Outstanding Performance
sSuccess B - Very Good [SENRTEN 80 - 89 Above average with some errors
Group C - Good RIEN 70-79 Sound work with notable errors
(50 - 100) D - Satisfactory Lo gia 60-69 | Fair but with major shortcomings
E - Sufficient Jsie 50 - 59 Work meets minimum criteria
. . . More work required but credit
_ Aalladl 28) -
Fail Group FX - Fail S ) =l | (45-49) awarded
(0-49) E _ Eail s (0-44) Cons_lderable amount of work
required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for
example a mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University
has a policy NOT to condone "near-pass fails" so the only adjustment to marks awarded by the original
marker(s) will be the automatic rounding outlined above.




MODULE DESCRIPTION FORM

Module Information
mba&\ XA C'_iujlm

Module Title Mathematical Statistics |1 Module Delivery
Module Type Core X Theory

X Lecture
Module Code STAT307

O Lab
ECTS Credits 7 Tutorial

O Practical
SWL (hr/sem) 175 O Seminar
Module Level uaGlil Semester of Delivery 6
Administering Department STAT College CMS
Module Leader | Dr. Hayfa Abdul Jawad Saieed e-mail haeifa965@gmail.com
Module Leader’s Acad. Title Assistant Professor Module Leader’s Qualification Ph.D.
Module Tutor e-mail
Peer Reviewer Name e-mail
f)‘:::t'f'c SISO 01/06/2023 Version Number | 1.0

Relation with other Modules

¢ AY) Al jal) 3] gal) aa ABlal)

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents

433 Y iy giaal) g alacil) il § dpd al) Balal) Cilaa

Module Objectives

Aol Al Balal) ciaa

1. Applying all the vocabulary of mathematical statistics 1 to discrete and continuous
distributions.

2. Recognizing the applications of each distribution.

3. Studying the distributions of linear combinations of single and more than one
independent variables by using mgf, cdf, and transformation techniques.

4. Studying the importance of sampling distributions in different fields of statistics
especially confidence intervals and hypothesis testing.

5. Studying the importance of order statistics and their distributions and properties.
6. Studying the importance of central limit theorem which is important in studying
distributions of estimators, tests and other properties in large samples.

Module Learning
Outcomes

L) ) Balall alasl) il i

1. He can discriminate between continuous and discrete distributions through the
mathematical forms of off, cdf, mgf, off functions.

2. A discrimination between symmetric, skewed distributions through measures of
skewness and kurtosis.

3. He can differentiate between location, shape, and scale parameters.

4. He can know the distributions of different test statistics.

5. It enables the student to understand the vocabulary of statistical inference.

Indicative Contents

dgald Y @il giaall

Indicative content includes the following

1. Discrete probability distributions with their properties and applications, discussions,
open book exams, HomeWorks, and, quizzes (3.25 WEALS).

2. Important continuous probability distributions: statistical properties, relations
between distributions, their applications, distributions of linear and nonlinear
functions of random variables (mgf, cdf, transformation technique). There are many
discussions, quizzes, open book exams). ( 4.75 weak).

3. Distributions of nonlinear independent Randi variables (1 weak).
4. Transformation technique in discrete random variables ( 1 weak)
6. Sampling distributions: chi square, t, and, F distributions properties relations
between them, applications. ( 3 weals).

7. Order statistics with different distributions, properties and applications ( 2 weals).
8. Central limit theorem, the importance, and it’s application ( 1 weak).




Learning and Teaching Strategies

anlail) g alel) i) il

Encouraging students to participate in the class through discussion and solving
exercises, while improving and expanding their critical thinking skills through
Strategies repor.ts and using software to calculate cumulative probabilities, moments or
drawing probability functions. Also linking the knowledge, they receive with
the subjects that he studied in previous levels and the levels that he will turn to

later.

Student Workload (SWL)
e goil V0 J i guna ultdall ol jalf Jasl)

Structured SWL (h/sem)
el I3 Il plaicall gyl Jos

-8 Structured SWL (h/w) 5
b gl CUall @laiall gyl ool

Unstructured SWL (h/sem)
i)l I35 LIal) @laziall p& gyl o

97 Unstructured SWL (h/w) .
b ol CIUal) @laziall st oyl Josull

Total SWL (h/sem)

175
duad)l I Il L;SJl bl Joxd!
Module Evaluation
3\,3“\ Al Balal) 3#33
. . Relevant Learning
Time/Number Weight (Marks) Week Due Outcome

Quizzes 2 10% (10) 6and13 | 1,5
Formative Assignments 2 10% (10) 3 and 12 1-3, 4
assessment Open book exam 5 10% (10) 2,58,11,14 | 1-5

Report 1 10% (10) 13 All
Summative Midterm Exam 2hr 10% (10) 7 1-3
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

s A £ ) Zlgiall

Material Covered

Week 1 Discrete distributions: Uniform and Bernoulli distribution.

Week 2 Binomial distribution.

Week 3 Poisson distribution
Geometric distribution.

Week 4 Continuous distributions: uniform Distribution. Methods of finding distribution of functions of
random variables.

Week 5 Normal distribution.

Week 6 Exponential and Beta distribution.

Week 7 Gamma distribution

Week 8 Distributions of nonlinear functions of independent continuous random variables.

Week 9 Transformation technique in discrete distributions

Week 10 | Chisquare distribution

Week 11 | Student t distribution

Week 12 F distribution

Week 13 | Order statistics, distribution of single order statistics.

Week 14 | Distribution of functions of order statistics.

Week 15 | Central limit theorem, limiting distributions

Week 16 | Final exam

Delivery Plan (Weekly Lab. Syllabus)
Al o g Zlgial)

Material Covered

Week 1




Week 2

Week 3

Week 4

Week 5

Week 6

Week 7

Learning and Teaching Resources

i) g eh:d\ ilaa

Text

Available in the Library?

Required Texts

Hermiz,A.H.(1989),"Mathrmatical Statistics ", Directorate of
Dar Al-Kutub for Printing and Publishing, University of Mosul,
Iraq

School,P., Louisville, KY ,(2013) ,"Probability and mathrmatical
statiztics ",

Yes

Recommended

Texts

Hog,R.V. and Craig, A.T. (1978) ," Inttofuction to
mathrmatical statiztics ",fourth edition, Macmillan
Publishing Co., Inc. NEW York.

Hogg, RV, McKean, JW, Craig, At, (2019), Introduction to
mathematical statistics, 8th edition, Pearsoc education Inc,
USA.

electronic

electronic

Websites




Grading Scheme

Silaal) Jakads

Group Grade pasil) Marks % Definition

A - Excellent I 90-100 Outstanding Performance

B - Very Good EENVEN 80 -89 Above average with some errors
Success Group -
(50 - 100) C - Good KFEN 70-79 Sound work with notable errors

D - Satisfactory b gia 60 - 69 Fair but with major shortcomings

E - Sufficient Jssta 50-59 Work meets minimum criteria
Fail Group FX - Fail (:h,-“a-d‘ A8) Gl y | (45-49) More work required but credit awarded
(0-49) F — Fail Gl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic

rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
Laly 1 B3l ologlas

Module Title Regression Analysis |1 Module Delivery
Module Type Core Theory

Lecture
Modul

odule Code STAT308 O Lab

ECTS Credits 6 X Tutorial

[ Practical
SWL (hr/sem) 150 O Seminar
Module Level uaGlll Semester of Delivery 6
Administering Department STAT College CSM
Module Leader Dr. Bashar A. Al-Talib e-mail bashar.altalib@uomosul.edu.iq
Module Leader’s Acad. Title Assist. Prof. Module Leader’s Qualification Ph.D.
Module Tutor Nada N. Al-Obaidi e-mail nazar1984@uomosul.edu.ig
Peer Reviewer Name e-mail
Scientific Committee Approval 10/06/2023 Version Number 20
Date

Relation with other Modules
31 Ayl Slgall ao A8l

Prerequisite module Linear Algebra, Probability I, Probability II Semester 1,3,4
Co-requisites module Semester



mailto:nazar1984@uomosul.edu.iq

Module Aims, Learning Outcomes and Indicative Contents
LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
Gyl Baladl LBl

After completing this course, the students have ability to:

1.

3.
4.
5.

explores the workings of multiple regression and problems that arise in applying
it.

going deeper into the theory of inference underlying regression and most other
statistical methods.

covers new classes of models for categorical data using dummy variables.
Understanding how to choose best regression model

Giving an introduction to simple and Multiple Non-Linear Regression

Module Learning
Outcomes

Balol) latll Oolaryen
Ll

The learning outcomes associated with this course are aimed at students being able

to:

5.

Define Multiple Regression Analysis.
Develop a deeper understanding of the linear and non-linear multiple regression
models and its limitations;

The students will have the ability to deal with categorical data using dummy
variables

The students will be able to select the best regression equation in Linear and
Non-Linear regression models

The students will be familiar with real data analysis using SPSS package

Indicative content includes the following:

1. Multiple linear regression
2. properties of estimators
3. Analysis of Variance
4. Additional sum of squares
5. Sequential sources of variation
6. the use of the Doolittle method
Indicative Contents 7. choosing the best linear regression equation (1)
dolin Y wlgisal! 8. choosing the best linear regression equation (2)
9. dummy variables (1)
10. dummy variables (2)
11. Simple nonlinear regression
12. Determine the degree of regression equation
13. Multiple nonlinear regression
14. choosing the best Non-linear regression equation
15. Regression Analysis using SPSS
Learning and Teaching Strategies
ealatlly ehatdl bl il
Upon successful completion of this course, the learner will be able to:
. 1. Understand the concept of simple linear regression model and properties of
Strategies
model parameters;
2. Understand the development of modern statistical models and relationships of




these models;

Apply various linear models to address research questions and fit into different
data structure;

Utilize statistical software such as SPSS and R procedures in computation and
analysis;

Interpret results from specific statistical model;

Integrate analytical skills and knowledges from research questions and statistical
hypotheses,

to study design, variable definition and data collection, statistical analysis and
computation,

interpretation of results through a team project;

Develop collaboration and interprofessional skills through team work

Student Workload (SWL)
leguwl VO J O g Jual stbu\J\ Jed

Structured SWL (h/sem) 28 Structured SWL (h/w) s
Jadll I CJlall plaziall gulydl ol b gend CIUall laiiall (qoly) ol
Unstructured SWL (h/sem) s Unstructured SWL (h/w) 4
el I el elaiiall pe (quhudl Jox) b genl Ul plaiiall e gyl Josull
Total SWL (h/sem) 150
dwadl I Il g&n Ll Jozdl
Module Evaluation
duwly ! 3ol (s
Time/Number Weight (Marks) Week Due L Learning
Outcome
Formative Quizzes 2 20% (20) 4 and 10 LO #1, #2 and #4
ey Assignments 2 10% (10) 4 and 12 LO #1- #5
Report 1 10% (10) 13 LO #3-#5
Summative Midterm Exam 2hr 10% (10) 8 LO#1-43
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
Sl (£ Yl zlgial

Material Covered

Week 1

Least Squares Parameter Estimation

Week 2

population variance estimation or S? or Mse




Week 3 Properties of Least Squares Estimators, Mean Response Variance
Week 4 | Standard Partial Regression Coefficient
Week 5 Analysis of Variance ANOVA table, Corrected Sum of Squares
Additive sum of Squares, Hypothesis Testing and Analysis of Variance Table for Corrected
Week 6
and Additive Sum of Squares
Week 7 Sequential Sources of Variation
Week 8 Doolittle Method to find the Vector of the Estimated Parameters
Week 9 Relationship Between Confidence Limits and Hypothesis Testing
Week 10 | Criteria for Selecting the Best Regression Equation
Week 11 | Partial Correlation Coefficient, Corrected Coefficient of Determination
Week 12 | Simple Non-Linear Regression Equation
Week 13 | Determine the Degree of Equation in Simple Non-linear Regression
Multiple Non-Linear regression, Determining the Degree of Equation in Multiple Non-linear
Week 14
Regression
Week 15 | Real data analysis using SPSS
Week 16 | Preparatory week before the final Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1
Learning and Teaching Resources
U,«A”J).A.ﬁ\_g M\JJL@A
Available in
Text
the Library?
. Jeremy Arkes - Regression Analysis_ A Practical Introduction-
Required Texts Yes
Routledge (2023)
1. (Chapman & Hall_CRC Statistics In The Social And Behavioral
Sciences) Jocelyn E. Bolin - Regression Analysis in R_ A
Recommended Comprehensive View For The Social Sciences-CRC Press _ v
es
Texts Taylor & Francis Group (2023)
2. (International Series in Operations Research & Management
Science, 337) Daniel P. McGibney - Applied Linear Regression




for Business Analytics with R_ A Practical Guide to Data
Science with Case Studie 2023
3. Michael Mitchell - Interpreting and Visualizing Regression
Models Using Stata-StataCorp (2021)
4. William Mendenhall, Terry Sincich - A Second Course in
Statistics_ Regression Analysis 8th Edition-Pearson (2020)
5. Montgomery , Ping and Vining, Introduction to Linear
Regression Analysis (2012)
6. (Wiley series in probability and statistics) R. Dennis Cook,
Sanford Weisberg - Applied Regression Including Computing
and Graphics (Wiley Series in Probability and Statistics)-Wiley-
Interscience (1999)
Websites
Grading Scheme
CJL?-JJ.H Lo
Group Grade el Marks % | Definition
A - Excellent Sl 90 - 100 Outstanding Performance
B - Very Good BEevE 80 -89 Above average with some errors
Success Group -
(50 - 100) C - Good NVes 70-79 Sound work with notable errors
D - Satisfactory Jowgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
daly ! B3l ologlas

Module Title Biostatistics Module Delivery
Module Type Core Theory
Lecture
Module Code STAT309
O Lab
ECTS Credits 4 Tutorial
O Practical
SWL (hr/sem) 100 O Seminar
Module Level ualil Semester of Delivery 6
Administering Department STAT College CSM
Module Leader Dr. Mhasen Saleh Abdullah e-mail mhasenaltalib@uomosul.edu.iq
Module Leader’s Acad. Title Lecturer Module Leader’s Qualification Ph.D.
Module Tutor e-mail
Peer Reviewer Name e-mail
SD:::t'f'c Sl T 10/06/2023 Version Number | 1.0

Relation with other Modules

3 Ayl Slgall ao dBMall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl Olgisally phatll 5L g Ayl B3l LIl

Module Objectives
Gyl Balad) Lol

1.

abhwpd

This course aims to provide the student with basic information and scientific
training in the field of biostatistics through the application of many types of
important statistical methods in data analysis, especially in the field of
science and statistical applications in the field of clinical medicine, as well
as benefiting from it in other fields.

Distinguish between vital statistics and vital statistics.

Studying population data through both standard and clinical life tables.
Study the survival data and their statistical distributions and analyze them.
Knowing how to verify the results of laboratory analyzes, the accuracy of
these analyzes, and the consistency of results between health units such
as hospitals and analysis laboratories.

How to calculate and use the appropriate dose for any vaccine, treatment,
or insecticide, i.e. in general, any medical drug.

Module Learning
Outcomes

8ol @daddl Ol y3e0
Aoy

9.

10.

Biostatistics is the application of statistics to a wide range of topics in
biology. Biostatistics includes designing biological tests, especially in
medicine and agriculture, collecting, summarizing and analyzing
information from these experiments, interpreting results and drawing
conclusions from them. The terms "biometric" or "biometric" can also be
used as synonyms for vital statistics.

Identify the areas of application of biostatistics, including: Public health -
including epidemiology research, health services research, nutrition, and
environmental health. Medicine - clinical test design and analysis. Genetics,
genetics, and genetic statistics that attempt to relate abnormalities in genotype
with phenotype. The results of these researches were applied in the fields of
agriculture to improve the quality and quantity of crops and the breeding of farm
animals. It is applied in biomedical research to find alleles of a gene responsible
for genetic diseases.

Learn about laboratory analyzes and how to verify the validity of their results
through some statistical tests.

How to conduct vital tests, the effectiveness of medical drugs such as a vaccine,
treatment or pesticide...

Comparison of death rates for a particular cause.

Confirming the seriousness of diseases and indicating which of them is more
risk, in addition to studying another reason for increasing this risk.

Determine the confidence limits for relative severity )

Learn how to calculate and use the appropriate dose for any vaccine, treatment,
or insecticide, i.e. in general, any medical drug.

How to determine vital tests- Estimate the median dose.

Analyze survival data - life function, death function and hazard function, and the
relationship between these functions.

Indicative Contents
dolin Y wlgisad|

Indicative content includes the following.

1. Determine the types of life tables and how to analyze their data.

2. Studying life rates of all kinds.

3. The possibility of monitoring and determining the accuracy of laboratory analyzes.




4. The possibility of determining the extent of correspondence between the results of
two health units through the results of pathological analyzes.

5. How is the risk function determined for data tracking one of the life distributions?

Learning and Teaching Strategies

oslazlly @lazll ol el

Encouraging students to participate in the class through discussion and solving
exercises, while improving and expanding critical thinking skills through reports and

Strategies using programs to calculate the statistical laboratory, as well as linking the knowledge
they receive with the materials they studied in previous levels and the levels they will
turn to later.

Student Workload (SWL)
L6 gael 10 J O IUal) gyl Jazell

Structured SWL (h/sem) -8 Struct‘ured SWL (h/w) c

dradl I CIlall laiiall oyl ol ke guunl Clall @laziadl syl Joodd!

Unstructured SWL (h/sem) 29 Unstrrjctured SWL (h/w) 4

dradll I (Il @liiall 2 gyl Josnll e gl Clal) @aziall g gyl Jazell

Total SWL (h/sem)

dsad)l s Il g!&.'l bl Jod! 150

Module Evaluation

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome

Quizzes 3 10% (10) 5,7and 10 | 1-4,6, 8-10
Formative Assignments 2 10% (10) 2 and 10 1-4, 7-10
assessment Open book exam 4 10% (10) 4,6,7,10 3,4,7,8-10

Report 1 10% (10) 13
Summative Midterm Exam 2hr 10% (10) 8 LO #1 - #10
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Week 1 biostatistics: definitions with general concepts.
Week 2 | Birth and death rates.
Week 3 disease rates and Practical examples.
Week 4 Measure of the relationship between life factors - Practical examples.
Week 5 Comparing two rates of death from a particular cause.
Week 6 Fisher's exact test for comparison of two rates- Practical examples.
Week 7 | Usual and clinical life schedule.
Week 8 Comparison of two sets of survival data.

Comparison of two sets of survival data- Relative Risk estimation for a single study with confidence
Week 9

limits.
Week 10 | General relative risk estimation with confidence limits- Practical examples
Week 11 | Laboratory analyzes - concordance between the results of two laboratories.
Week 12 | Matching in terms of effectiveness, sensitivity and accuracy.
Week 13 | Matching in terms of sensitivity and accuracy -double test
Week 14 | vital tests- Estimate the median dose- Practical examples

Analyze survival data - life function, death function and hazard function, and the relationship
Week 15

between these functions.
Week 16 | Final exam

Delivery Plan (Weekly Lab. Syllabus)

Material Covered
Week 1
Week 2
Week 3
Week 4
Week 5
Week 6
Week 7




w)u\.ﬁ\g M\)Qw

Learning and Teaching Resources

Text Available in the Library?
1. 1- Al-Rawi, Khasha’a Mahmoud (1998)
“Introduction to the Principles of Statistics”, first
edition, Ibn Al-Atheer Press, University of Mosul-
Required Texts Irag. Yes
2. 1- Prof. Kamal Alwan Khalaf and Prof. Dr. Emad
Hazim (2009) "Testing Statistical Hypotheses", Al
Jazeera Printing and Publishing Office - Baghdad.
Recommended 3e- Daryl S. Paulson, (2008); “Biostatistics and Microbiology” ]
Electronic
Texts Bioscience Labortoies Bozeman, MT, USA.
Websites
Grading Scheme
CJL?-)J.H Lo
Group Grade BERt:L Marks % | Definition
A - Excellent Sl 90 - 100 Outstanding Performance
B - Very Good I due 80 -89 Above average with some errors
(Ssu;c_els;oc)iroup C - Good NVes 70-79 Sound work with notable errors
D - Satisfactory Jowgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgstn 50-59 Work meets minimum criteria
Fail Group FX - Fail (A laadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic
rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information

mba&\ saldl) C'_iujlm

Module Title Quality and Reliability Module Delivery
Module Type Core Theory
Lecture
Module Code STAT310
O Lab
ECTS Credits 5 Tutorial
[ Practical
SWL (hr/sem) 125 O Seminar
Module Level ualll Semester of Delivery 6
Administering Department STAT College CSM
Module Leader | Dr. Khalida Ahmed Mohammed e-mail khalida@uomosul.edu.iq
Module Leader’s Acad. Title Lecturer Module Leader’s Qualification Ph.D.

Module Tutor

Dr. Ban Ghanim Al-ani e-mail

drbanalani@uomosul.edu.iq

Peer Reviewer Name

e-mail

Scientific Committee Approval

Date 10/6/2023 Version Number 1.0
Relation with other Modules
AV A jall 3 sall ae A8l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
o ol salal) Calaal

1. Teaching students\the means and methods of quality control from the statistical
side, according to several methods.

2. Teaching students to formulate and transform the reality of the problem into
mathematical and statistical method by studying the most important control
charts for variable and attributes.

3. Reliability aims to first identify the most survival functions associated with most
important survival distribution: the mean lifetime to failure, reliability function,
distribution function, hazard fn. and design time to failure.

4. Teaching the exponential distribution is one of the most important survival
distributions and the derivation of the function associated with it in addition to
the memory less property

5. Another survival distribution is Weibull: identify the associated functions of it
their curves.

6. How to derive the reliability system that follows an exponential distribution or
Weibull when components are independent or independent and identical.

7. Learning how to calculate reliability systems: series systems, parallel system,
mixed system

Module Learning
Outcomes

Aol Hall salall alasl) s jAa

1. Learning quality concepts and application of quality control charts on real issues
and on computers.

Understand the major concepts of reliability prediction.

Identify reliability testing components.

Apply reliability theory to assessment of reliability engineering.

vk wN

Identify several distributions of survival times and the role in calculating
reliability systems.
6. Analyze statistical experiments to reliability modeling.

Indicative Contents
Lol Y el siaall

Quality concept, basic statistics and quality terms and specification six sigma limits.
Statistical control of operation, control charts for variables, Control charts for
attributes[12 hr].

The reliability function, mean time to failure ,hazard function bathtub function, The
conditional reliability-design life and failure mode, their relationship of all these
function.[8 hr].

Constant failure function-The exponential reliability function —Failure with CFR-
Memory lessness-Failure modes-Failure modes with CFR, Failure on demand-
redundancy and CFR model —applications [12 hr].

Time dependent failure models-The Weibull distribution- Design median and mode-
Burn-in screeding , Failure modes-ldentical Weibull process. [10 hr].

Derive all the characteristic functions related to the reliability of time dependent
models, Derive reliability system for CFR and Weibull if components are independent
or independent and identical [10 hr].

System structurfunction, minimal cut and minimal paths(optimal), System
structurfunction, minimal cut and minimal paths(optimal) [10 hr]




Learning and Teaching Strategies

aabeil) g alail) Cilua il sind

Strategies

Type something like: The main strategy that will be adopted in delivering this module
is to encourage students’ participation in the exercises, while at the same time
refining and expanding their critical thinking skills. This will be achieved through
classes, and ask them to make reports on the study material that help them expand
their horizons and use som statistical software in making control charts.

Student Workload (SWL)

Structured SWL (h/sem) 63 Structured SWL (h/w) 4
Juadl) J3A el Jdaiidl ol jall Jaall e sansd calldall aliiall asl 5l Jaal)

Unstructured SWL (h/sem) 2 Unstructured SWL (h/w) 4
Juaill J3a IR il e syl Jaal L paud QLN pliiial) el yall Jaal

Total SWL (h/sem)

Juadll A ldall Y il jal) Jasl) 125
Module Evaluation
ol ) 33l
Time/Number Weight (Marks) Week Due Relevant Learning
Outcome

Quizzes 2 10% (10) 5and 10 All
Formative Assignments 2 10% (10) 2and 12 All
assessment Open book 1 10%(10) 7 LO#4

Report 1 10% (10) 10 All
Summative Midterm Exam 2hr 10% (10) 9 LO #1 - #6
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)
@bl e pul) el

Material Covered

Week 1 Introduction Quality concept, basic statistics and quality terms and specification six sigma limits.

Week 2 Statistical control of operation, control charts for variables

Week3 | Control charts for attributes.

Week 4 The reliability function, mean time to failure, hazard function bathtub function

Week 5 The conditional reliability-design life and failure mode, their relationship of all these function and
examples

Week 6 Constant failure function-The exponential reliability function —Failure with CFR-Memory lessness-
Failure Modes-Failure modes with CFR

Week 7 Failure on demand-redundancy and CFR model -applications

Week 8 Time dependent failure models-The Weibull distribution- Design median and mode-Burn-in
screeding

Week 9 | Fajlure modes-ldentical Weibull process

Week 10 | perive all the characteristic functions related to the reliability of time dependent models

Week 11 | Redundancy with failure- Application

Week 12 Derive reliability system for CFR and Weibull if components are independent or independent and
identical

Week 13 | Reliability system. Introduction, Serial configuration, parallel configuration ,examples

Week 14 | combined series-parallel systems High levels verses low-level redundancy, examples

Week 15 | system structurfunction, minimal cut and minimal paths(optimal)

Week 16 | Preparatory week before the final Exam

Delivery Plan (Weekly Lab. Syllabus)
idall e gl mlgiall

Material Covered

Week 1

Week 2

Week 3

Week 4

Week 5

Week 6

Week 7




Learning and Teaching Resources
U"‘:’Jﬂ\} eL_“d\ JJL;AA

Text Available in the Library?
Required Texts V.N.A.Naikan ,Reliability engineering and life testing,2009 Yes
Recommended Charles,E.E(1997),An introduction to reliability
Texts inginnering "
Websites
Grading Scheme
Group Grade ) Marks % | Definition
A - Excellent Okl 90 - 100 Outstanding Performance
B - Very Good [AENRTEN 80 -89 Above average with some errors
(Ssu(;:(ielsgoG)roup C - Good RS 70-79 Sound work with notable errors
D - Satisfactory L sia 60 - 69 Fair but with major shortcomings
E - Sufficient Jsia 50-59 Work meets minimum criteria
Fail Group FX - Fail (Aaddll 28) i, | (45-49) More work required but credit awarded
(0-49) F - Fail el (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCR

IPTION FORM
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Module Information
Laly 1 B3l ologlas

Module Title Statistical Learning Module Delivery
Module Type Basic Theory
X]
Module Code STAT311 ecwre
ECTS Credits 4 [ Tutorial
O Practical
SWL (hr/sem) 100 O Seminar
Module Level ualll Semester of Delivery 6
Administering Department STAT College CSM
Module Leader Dr. Osamah Basheer Shukur e-mail drosamahannon@uomosul.edu.iq
Module Leader’s Acad. Title Assistant Professor Module Leader’s Qualification Ph.D.
Module Tutor e-mail
Peer Reviewer Name e-mail
SDZ:::tiﬁc Committee Approval 10/06/2023 Version Number 1.0

Relation with other Modules

3 &yl Slgall ao dBMall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
Gyl Baledl Colual

1. To learn how to predict and classify for the future through understanding the
theoretical basis concepts for statistical prediction and classification with
practical applications.

2. To learn the techniques of statistical learning for prediction and classification.

3. To solve the different problems of datasets by using the suitable statistical and
modern approaches or improving these approaches to be more appropriate to
perform an accurate analysis of datasets.

Module Learning
Outcomes

83l edaddl Ol y3e0
Aoyl

Recognize prediction and classification statistically.

Learning how to predict the data of in time series and linear regression.
Understanding how to classify by using Logistic Regression.

Learning how to use CART and random forest.

Learning how to use SVM and SVR in classification and prediction.
Learning how to use KNN and Kernel in Classification.

No U s wWwN e

Learning how to use different Artificial Neural Networks types in classification
and prediction.

Indicative Contents
dyolin Yl wlgisall

Statistical Prediction, definition, and introduction.

Statistical forecasting in time series.

Statistical forecasting in linear regression.

Statistical Classification, definition, and introduction.

Logistic Regression, definition, and introduction.

Prediction and classification in Classification and regression trees.
Prediction and classification in Random Forest.

Prediction and classification in SVM and SVR.

K-Nearest neighbor.

Gaussian Kernel.

Artificial Neural Networks.

Learning and Teaching Strategies

oty el ol el

Strategies

Type something like: The main strategy that will be adopted in delivering this module
is to encourage students’ participation in the exercises, while at the same time
refining and expanding their critical thinking skills. This will be achieved through
classes, interactive tutorials and by considering types of simple experiments involving
some sampling activities that are interesting to the students.




Student Workload (SWL)
le gawol V0 J O gunmo CIUall stbd,” gres]

Structured SWL (h/sem) 63 Structured SWL (h/w) 4
el I CIllal) @lisiall qulyll) Janl) L gasl CIUal) @hatiall (gubyd] Joasd

Unstructured SWL (h/sem) 37 Unstructured SWL (h/w) 5
i)l INs LIl elaiall e gobdl Josell b gonl Ul plaiiall e gulyldl Josull

Total SWL (h/sem)

1
ol M5 CIUal U1 gl Jass) 00

Module Evaluation

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome

Quizzes 3 10% (10) 5and 10 LO #2 and #3
Formative Assignments 2 5% (5) 2and 12 LO #1, #2 and #3
assessment Projects / Lab. 11 20% (20) Continuous | LO #1, #2 and #3

Report 1 5% (5) 13 LO #1, #2 and #3
Summative Midterm Exam 2hr 10% (10) 7 LO #2 and #3
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
Syl £l zlginll

Material Covered

Week 1 Statistical Prediction, definition, and introduction.

Week 2 Statistical forecasting in time series.

Week 3 Statistical forecasting in linear regression.

Week 4 Statistical Classification, definition, and introduction.

Week 5 Logistic Regression, definition, and introduction.

Week 6 Case study.

Week 7 Mid-term Exam.

Week 8 Prediction and classification in Classification and regression trees.

Week 9 Case study.




Week 10 | Prediction and classification in Random Forest.

Week 11 | Prediction and classification in SYM and SVR.

Week 12 | K-Nearest neighbor

Week 13 | Gaussian Kernel.

Week 14 Prediction in Artificial Neural Networks.

Week 15 Classification in Artificial Neural Networks.

Week 16 | Preparatory week before the final Exam.

Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week 1 Lab 1:

Statistical forecasting in time series (Minitab).

Week 2 Lab 2:

Statistical forecasting in linear regression (Minitab).

Week 3 Lab 3:

Statistical classifying by Logistic Regression (Minitab and Excel).

Week 4 Lab 4:

Statistical classifying by CART and Random Forest (MATLAB).

Week 5 Lab 5:

Statistical classifying by KNN and Kernel (MATLAB).

Week 6 Lab 6:

Statistical Prediction by ANN (MATLAB).

Week 7 Lab 7:

Statistical classifying by ANN (MATLAB).

Learning and Teaching Resources
w)u\ﬂb ‘nhﬁ\)bhao

Text

Available in the Library?

Ciaburro, G. (2017). MATLAB for machine learning. Packt

Required Texts o Yes
Publishing Ltd.
Recommended Somr?m, K._ P., Loganathan, R., & Ajay, V. (2009). Machlr_1e
learning with SVM and other kernel methods. PHI Learning No
Texts
Pvt. Ltd..
Websites http://www.cs.cmu.edu/~./awm/tutorials/index.html




Grading Scheme

Gl lalases

Group Grade geRt] Marks % | Definition

A - Excellent Sl 90 - 100 Outstanding Performance

B - Very Good I dae 80 -89 Above average with some errors
(Ssut;:tiefgoc)iroup C - Good dax 70-79 Sound work with notable errors

D - Satisfactory Jaugie 60 - 69 Fair but with major shortcomings

E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail el (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
Laly 1 B3l ologlas

Module Title Eng lish Language Module Delivery
Module Type Support Theory
Lecture
Module Code STAT312
O Lab
ECTS Credits 2 O Tutorial
O Practical
SWL (hr/sem) 50 O Seminar
Module Level ualil Semester of Delivery 6
Administering Department STAT College CSM
Module Leader Zainab Qusay Ahmed Taqi e-mail Zainab.qg@uomosul.edu.iq
Module Leader’s Acad. Title Asst. lecturer Module Leader’s Qualification MSc.
Module Tutor e-mail
Peer Reviewer Name e-mail
ientifi . A |
SD:::“ ic Committee Approva 11/06/2023 Version Number | 1.0

Relation with other Modules
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Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
Gyl Baledl Colual

To be able to speak English fluently and accurately.

To think in English and then speak.

To be able to talk in English.

To be able to compose freely and independently in speech and writing.

vk wN e

To be able to read books with understanding.

Module Learning
Outcomes

oled) @laidl Ol y3en
Ay

Important: Write at least 6 Learning Outcomes, better to be equal to the
number of study weeks.

1. To address grammar issues that students encounter in their daily speech,
writing, reading and listening

2. To address the issue of grammatical errors that affect effective
communication

3. To improve your reading skills through the practice of vocabulary
enrichment, reading comprehension exercises, speed reading strategies,
written responses, discussions, and reflections

4. Recognize the structure and organization of paragraphs,

5. Use strategies to think critically about reading and use appropriate
technology to enhance reading comprehension, reading speed, and
vocabulary development

6. Develop the writing skill.

Indicative Contents
doli Y wlgisal!

Indicative content includes the following.

Introduction, Study material review [1 hr]

Grammar: Have (got) to, practices. Should/must, questions and answers.
Reading. Vocabulary: words that go together, everyday English at the doctors. [6hrs]

Time and conditional clauses, practices (when, as soon as). listening and
speaking/ life in 2050, Reading and speaking/ the world’s first megalopolis.
Vocabulary: Hot verbs/ take- get- do and make. [7 hrs]

Grammar: verb patterns and infinitives, practices. Vocabulary: -ed/ -ing
adjective, reading about (Into the wild). Expressions about exclamations with so and
such. [8 hrs]

Grammar: actives and passives voice, practices. Verbs and nouns that go
together, practices. Reading: about the discovery of DNA., expressions

about(notices). [6 hrs]

Review the study units. [2 hrs]




Learning and Teaching Strategies

oslazlly @lazll b el

Strategies

- The main strategy that will be adopted in developing the four skills:

The skill of speaking,

The skill of reading,

The skill of writing,

The skill of listening,

Also, enable the students for the use of grammar correctly,

Student Workload (SWL)
e guwl 10 J Ogunmn CIlall qwlydl Jozdl

Structured SWL (h/sem) 33 Structured SWL (h/w) 5
i)l s CIal) elaziedl (golyldl Josdd! e gueanl JUal) @laiiall gyl Josell

Unstructured SWL (h/sem) 17 Unstructured SWL (h/w) 1
i)l I LIl clasiall e gobldl Jooell b gl Ul platiall e gyl Josell

Total SWL (h/sem)
Jradd] I3 IUall S (gl Jasd!

50

Module Evaluation

duwlydd! 3ol s

) . Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome

Quizzes 3 15% (15) 3,6and 10 | LO #1, #2 and #4
Formative

Assignments 3 15% (15) 2,8and 12 | LO #3, #5 and #6
assessment

Report 1 10% (10) 13 LO #2, #4 and #6
Summative Midterm Exam 1hr 10% (10) 7 LO #1 -#5
assessment Final Exam 2hr 50% (50) 16 All

Total assessment

100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Week 1 Introduction: about study materials of Headway Pre-intermediate Plus.
Week 2 Grammar: Have (got) to, practices.
Week 3 Should/must, questions and answers. Reading.
Week 4 Vocabulary: words that go together, everyday English at the doctors.
Week 5 Grammar: verb patterns and infinitives, practices.
Week 6 Time and conditional clauses, practices (when, as soon as). listening and speaking/ life in 2050.
Week 7 Mid-term Exam
Week 8 Reading and speaking/ the world’s first megalopolis.
Week 9 Vocabulary: Hot verbs/ take- get- do and make.
Week 10 | Vocabulary: -ed/ -ing adjective, reading about (Into the wild).
Week 11 | Expressions about exclamations with so and such.
Week 12 | Grammar: actives and passives voice, practices.
Week 13 | Verbs and nouns that go together, practices.
Week 14 | Reading: about the discovery of DNA., expressions about(notices).
Week 15 | Study material review
Week 16 | Preparatory week before the final Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1 None
Week 2 None
Week 3 None
Week 4 None
Week 5 None
Week 6 None
Week 7 None

Learning and Teaching Resources
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Text Available in the Library?
Headway pre-intermediate plus student's book(john and Lize
Required Texts Yes
Soars)
Recommended
Headway pre-intermediate plus work's book Yes
Texts
Websites
Grading Scheme
Syl Jalases
Group Grade il Marks % | Definition
A - Excellent Sl 90 - 100 Outstanding Performance
B - Very Good BEevE 80 -89 Above average with some errors
(S:(;:(ielsgoG)roup C - Good NVes 70-79 Sound work with notable errors
D - Satisfactory Jaugie 60 - 69 Fair but with major shortcomings
E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information

Ayl B3Le)) iloglne

Module Title Stochastic Processes | Module Delivery
Module Type Core Theory
Lecture
Module Code STAT401
O Lab
ECTS Credits 7/ Tutorial
[ Practical
SWL (hr/sem) 175 O Seminar
Module Level UGIV Semester of Delivery 7
Administering Department STAT College CSM
Module Leader Dr. Muthanna Subhi Sulaiman e-mail muthanna.sulaiman@uomosul.edu.iq
Module Leader’s Acad. Title Assistant Professor Module Leader’s Qualification Ph.D.
Module Tutor e-mail
Peer Reviewer Name e-mail
Scientific Committee Approval 10/06/2023 Version Number 1.0
Date
Relation with other Modules
S5 dslylll Slgall ao A3l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
Gyl 8oLl Colua]

1. This course provides a comprehensive introduction to stochastic processes.

2. Focusing on their fundamental concepts, principles, and applications.

3. It covers topics ranging from basic probability theory to advanced stochastic
models.

4. Equipping students with the necessary knowledge and skills to analyze and model

various phenomena involving randomness and uncertainty.

Modeling and analyzing systems with the Markov property.

Understanding the behavior of Markov chains.

Examining transition probabilities and constructing transition matrices.

Studying special types of Markov chains, such as absorbing and ergodic chains.

Determining and analyzing the stationary distribution.

Module Learning
Outcomes

oled) @il Ol y3en
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Understanding of generating function and probability generating.
Gain a solid understanding of the fundamental concepts and principles of

S N Y,

stochastic processes.
Identify and analyze sources of uncertainty and randomness in various systems.

> oW

Develop skills in predicting and forecasting future outcomes using stochastic
models.

5. Apply stochastic processes to model and solve problems.

6. Gain proficiency in using computational tools and programming languages to
simulate and analyze stochastic processes.

Indicative Contents
dolén Y wlgisad!

Indicative content includes the following.

Part A — Basic concepts of probability generating function:

Generating functions and probability generating functions are mathematical tools
used in probability theory and combinatorics to study the distribution of random
variables and sequences. [20 hrs.]

Part B — Introduction to Stochastic processes:
The Stochastic Processes course is designed to provide students with a comprehensive

understanding of stochastic modeling and analysis. [20 hrs.]

Part C — Markov Chain and transition probability matrix:
Markov chains are widely used to model systems that exhibit a specific probabilistic
property known as the Markov property. The objective is to accurately capture the

dynamics of a system where the future state depends only on the current state and is
independent of the past states, given the current state. By studying Markov chains, we
aim to understand and analyze the behavior and evolution of such systems over time.
[35 hrs.]




Learning and Teaching Strategies

oalatlly @latll il il

The main strategy that will be adopted in delivering this module is to encourage
Strategi students’ participation in the exercises, while at the same time refining and expanding
rategies
g their critical thinking skills. This will be achieved through classes, computer labs,

assignments, quizzes, and projects.

Student Workload (SWL)
e guanl 10 J gunen clall gyl Jasell

Structured SWL (h/sem) 28 Structured SWL (h/w) c

el s CIlall elaziedl (gehyldl Josdd! e gueanl Ual) @laiiall gyl Joell

Unstructured SWL (h/sem) 97 Unstructured SWL (h/w) 6

el M LIl elaziedl e gelyldl Josdd! b gl JUal) elaiiall s byl Josrll

Total SWL (h/sem)
ol I35 LIUall JSI1 gyl Janll

175

Module Evaluation

Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
Quizzes 2 10% (10) 4,12 LO #1, #5
Formative . 4,9,12, and
Assignments 4 20% (10) All
assessment 13
Report 1 10% (10) 12 All
Qe Midterm Exam 2hr 10% (10) 8 LO #1 -#7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Week 1 Definition of generating function and probability generating function.
Week 2 Probability generating function of sum discrete random variables.
Week 3 Probability generating function of sum of random number of discrete random variables.
Week 4 Generating function of bivariate distribution.
Week 5 Introduction to Stochastic processes.
Week 6 Definitions and examples of stochastic processes.
Week 7 Specification of stochastic processes with independent increments.
Week 8 Mid-term Exam + Stationary processes, Covariance stationary, Gaussian process.
Week 9 Definition of Markov Chain and transition probability matrix.
Week 10 | Random walk and Absorbing barriers.
Week 11 | Higher transition probabilities (derivation of Chapman-Kolmogorov equation).
Week 12 | Initial distribution and Probability Distribution.
Week 13 | Transition Diagram and Transition tree with application and examples of M.C.
Week 14 | Two-state Markov chain.
Week 15 | Classification of Markov chain.
Week 16 | Preparatory week before the final Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered

Lab 1

Lab 2

Lab 3

Lab 4




Learning and Teaching Resources
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Text

Available in the Library?

Required Texts

Oldead| Lg dodde " c(ZOOO) Dy C)La AC Y pnceo Juold ‘L}':‘.“)J‘ 1
Sl ( @lgllg CaSIlyla " ddslaill

Yes

1. Cox D.R &H.D. Miller, “The theory of stochastic process”, 1985.

2. Parzen,” Stochastic Process”, 1962.

Recommended
3. Ross, S. M. (1983), “'Stochastic Processes' Wiley, New York. Yes
Texts 15" Al Sl o B5Sell il ¢(2011) epyr s 935 4
L QWI9 Il £33l ¢ Juogall danlr iilly deldall 4391
Websites TBD
Grading Scheme
Ol l abaseo
Group Grade il Marks % | Definition
A - Excellent kel 90 - 100 Outstanding Performance
B - Very Good [SESRVES 80 -89 Above average with some errors
(S:;fefgoc)iroup C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory osgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgado 50-59 Work meets minimum criteria
Fail Group FX — Fail (Alaadl u8) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic

rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
daly ! B3l ologlas

Module Title Statistical Inference | Module Delivery
Module Type Core Theory
Lecture
Module Code STAT402
O Lab
ECTS Credits 7/ Tutorial
[ Practical
SWL (hr/sem) 175 O Seminar
Module Level UGIv Semester of Delivery 7
Administering Department STAT College CSM
Module Leader | Dr. Raya Salim Al-Rassam e-mail rayasalim73@uomosul.edu.iq
Module Leader’s Acad. Title Assistant Professor | Module Leader’s Qualification Ph.D.
Module Tutor e-mail
Peer Reviewer Name e-mail
Scientific Committee Approval 10/06/2023 Version Number 1.0
Date
Relation with other Modules
S>3 dnly ! Slgall ao A3l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
Gyl Balad) Lol

1.

Explain the concept of the parameters and estimate this parameter with some
methods of point estimation.

Studying the properties of good estimators such as the unbiasedness,
consistency, sufficiency, efficiency and completeness.

Explain the Rao-Blackwell Theorem and use it in relative efficiency of estimators
and in minimum variance unbiased estimate.

Identify some of the point estimate methods such as the maximum likelihood
method and moments method.

Module Learning
Outcomes

ol edaddl Ol y3eo
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10.
11.

12.

Understanding the basic concepts of statistical inference such that the
parameter,estimator,estimation,...etc

Understanding the unbiased property of estimators and calculate it using
different distributions.

Identifying the consistency property of estimators which is need to review about
some properties of limits.

Understanding the sufficiency property with three methods ,the first depends on
conditional probability ,the second using the factorization criterion and the third
using the exponential family.

Learn how to prove that the distributions are belong to the exponential family
and how to find the sufficient statistic from it.

Learn how to find the Fisher information and use it in the efficiency and
minimum variance unbiased estimate property

Understanding the completeness property of estimators

Understanding Grammar-Rao Inequality and use it in the minimum variance
unbiased estimate property.

Learn how to calculate the mean square error and it uses in the comparison
between estimators.

Understanding the point estimation which is the first part of estimation theory.
Understanding how to find the maximum likelihood estimators and some
properties of it.

Understanding how to find the estimators using the moments method.

Indicative Contents
Aol Y wlgisad!

Indicative content includes the following.

1.

No vk wnN

Basic concepts of statistical inference. (1 week)

Unbiasedness property of estimators. (1 week)

Consistency property. (1 week)

Sufficiency property (4 weeks)

Efficiency property. (2 weeks)

Minimum Variance Unbiased Estimate. (2 weeks)

Estimation theory (point estimation methods), maximum likelihood method,
moments method. (4 weeks).




Learning and Teaching Strategies

oty alatl ol

Encouraging students to participate in the class through discussion and solving
exercises, while improving and expanding their critical thinking skills through
reports and using software to calculate cumulative probabilities , moments or

Strategies . . . L . .
drawing probability functions. Also linking the knowledge they receive with
the subjects that he studied in previous levels and the levels that he will turn to
later.

Student Workload (SWL)
Lc}.«.w‘ Vol O gweo Jlal stbJJ\ Jed

Structured SWL (h/sem) -8 Structured SWL (h/w) c

el s CIall elaziedl (golyldl Josdd! e gueanl Ual) @laiiall gyl Joell

Unstructured SWL (h/sem) 97 Unstructured SWL (h/w) 6

Jnadll IS LIl elaniadl e gl Joxxd! b gl JUal) elaiiall p& (gulydl Jonll

Total SWL (h/sem) 175

o] I Clall S guwhld] Jazxdl

Module Evaluation

Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
Quizzes 2 20% (20) 5and 10 LO #1, #2 and #10, #11
Formative
Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Week 1 Basic concepts of statistical inference.
Week 2 Unbiasedness property of estimators.
Week 3 Consistency property.
Week 4 | Sufficiency property using the conditional probability.
Week 5 Sufficiency property using the Factorization criterion.
Week 6 | Exponential family
Week 7 Sufficiency property using exponential family.
Week 8 Fisher Information.
Week 9 Efficiency property.
Week 10 | Completeness property.
Week 11 Rao-Blackwell theorem.
Week 12 | Minimum Variance Unbiased Estimate.
Week 13 | Estimation theory (Point Estimation).
Week 14 | Maximum Likelihood Estimator.
Week 15 | Moments Method.
Week 16 | Final exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1
Week 2
Week 3
Week 4
Week 5
Week 6
Week 7
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Learning and Teaching Resources

Text Available in the Library?
1. Al-Nasir,A. and Rashid,D.,(1988),"Statistical Inference
", Directorate of Dar Al-Kutub for Printing and Publishing,
Required Texts Baghdad, Iraq Yes
2. George Casella and Roger L. Berger ,(2001) ,"Statistical
Inference ",Second Edition, https://www.r-project.org/.
Recommended | anthony Almudevar, (2022) ," Theory of Statistical Electronic
Texts Inference ",Chapman and Hall.
Websites
Grading Scheme
Ol alaso
Group Grade sl Marks % | Definition
A - Excellent kel 90 - 100 Outstanding Performance
B - Very Good NESNVES 80-89 Above average with some errors
(S:(;:tielsgoG)roup C - Good NVes 70-79 Sound work with notable errors
D - Satisfactory osgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgado 50-59 Work meets minimum criteria
Fail Group FX - Fail (dlrall ui8) )y | (45-49) More work required but credit awarded
(0-49) F - Fail el (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic
rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
Laly 1 B3l ologlas

Module Title Multivariate Analysis Module Delivery
Module Type Core Theory

Lecture
Module Code STAT403

O Lab
ECTS Credits 5 Tutorial

O Practical
SWL (hr/sem) 125 O Seminar
Module Level UGIVv Semester of Delivery 7
Administering Department STAT College CSM
Module Leader | Dr. Ban Ghanim Alani e-mail drbanalani@uomosul.edu.iq
Module Leader’s Acad. Title Assistant Professor Module Leader’s Qualification Ph.D.
Module Tutor e-mail
Peer Reviewer Name e-mail

Scientific Committee Approval

Date 10/06/2023 Version Number 1.0
Relation with other Modules
S5 dsly ) Slgall ao A3l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
Gyl Balall Colua]

1-

2-

Multivariate Analysis is concerned with methods of analysing data that
consist of observations on two or more variables for each individual or unit
To introduce the main ideas of multivariate statistical analysis; that is, the
analysis of sets of data where there are several measurements on each of a
number of individuals.

Identifying generating functions and cumulates with their uses and
properties

Learning joint probability functions, marginal and conditional probability
functions, joint ,marginal, conditional moments, joint generating functions
Defining theoretical joint measures such as var-covariance , correlation,
and partial correlation coefficients

Module Learning
Outcomes

53lall @ladl Sl e
WY

1-

On a general level the students should be able to understand the concept of
analysing multivariate data. They should be familiar with a basic minimum
level of matrix competency and with general aspects of handling
multivariate data.

will appreciate the range of multivariate techniques available

will be able to summarize and interpret multivariate data

will have an understanding of the link between multivariate techniques
and corresponding univariate techniques

will be able to use multivariate techniques appropriately, undertake
multivariate hypothesis tests, and draw appropriate conclusions.

A knowledge and understanding of models and methods for multivariate
data.

A reasonable degree of familiarity with some of the main techniques of
multivariate analysis.

Apply appropriate techniques to different sets of data.

Indicative Contents
dolin Y wlgisad!

Indicative content includes the following:

1-

2-

3-
4-

Basic concepts and Characteristic root and vectors and their properties and
Quadratic forms and The Multivariate normal distribution, Bivariate
normal distribution (11hr)

linearity property in multivariate and Marginal distributions, Distribution
of linear combination of normal variates (11h )

The conditional distribution and Moment generating function (10hr)
Parameter estimation by Maximum Likelihood Method and Sufficient
statistic (11hr)

Multivariate regression( 8hr)

Parameter estimation of multivariate linear regression by L.S.M and
Parameter estimation of multivariate linear regression by m.l.e (11hr)




Learning and Teaching Strategies

oty el ol

Encouraging students to participate in the class by solving the exercises and

Strategies discussing them, and improving thinking skills by relating each topic to real-

material a kind of interaction

world examples, Students' participation with the professor to give the

Student Workload (SWL)

Lc}.«.w‘ Vol O gweo g.,Jl.la.U stbJJ\ Jed

Structured SWL (h/sem) 63 Structured SWL (h/w) 4
el s CIlall elaziedl (golyldl Josdd! e gueanl Ual) @laiiall gyl Joell

Unstructured SWL (h/sem) 2 Unstructured SWL (h/w) 4
il M LIl elaziedl e ool Josdd! L gl JUall plaiiall s byl Jorll

Total SWL (h/sem)

125
dsad)l s Il gl&lt L?»bdﬂ gres
Module Evaluation
duwlyd! 8ol (o.%.aj
) . Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome

Quizzes 2 10% (10) 5and 14 LO #1, #2 and #7, #8

Assignments 2 10% (10) 4and 12 LO #3, #4 and #6
Formative

3,6,8,11,

assessment Open book exam 5 10% (10) is All

Report 1 10% (10) 13 LO #5,
Summative Midterm Exam 2hr 10% (10) 7 LO #1 -#5
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Basic concepts
Week1 | 1- properties of matrices

2- Characteristic root and vectors and their properties and Quadratic forms

Week2 | The Multivariate normal distribution

Week3 | Bjyariate normal distribution

Week4 | Distribution of Quadratic forms

Week 5 | |inearity property in multivariate

Week6 | Marginal distributions

Week7 | Djstribution of linear combination of normal variates

Week8 | The conditional distribution

Week 9 Mid-term Exam

Week 10 | Moment generating function

Week 11 | parameter estimation by Maximum Likelihood Method

Week 12 | gy fficient statistic

Week 13 | \jyltivariate regression

Week 14 | parameter estimation of multivariate linear regression by OLS

Week 15 | Parameter estimation of multivariate linear regression by MLE

Week 16 | Final Exam

Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week 1

Week 2

Week 3

Week 4

Week 5

Week 6

Week 7




Learning and Teaching Resources
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Text Available in the Library?
Required Texts Multivariate regression analysis. Dr. Shalal Habib Al-Jubouri Yes
Recommended An Introduction to Multivariate Statistical Analysis / T. W.
Texts ANDERSON Yes
Websites
Grading Scheme
Syl Jalases
Group Grade el Marks % | Definition
A - Excellent Sl 90 - 100 Outstanding Performance
B - Very Good BEevE 80 -89 Above average with some errors
(S:(;:tielsgoc)iroup C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory Jawgie 60 - 69 Fair but with major shortcomings
E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (A laadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
duydl B3ladl Ologlan

Module Title Computational Statistics Module Delivery
Module Type Basic X Theory
Module Code STAT404 d Lecture

Lab
ECTS Credits 5 O Tutorial

O Practical
SWL (hr/sem) 125 [] Seminar
Module Level UGIV Semester of Delivery 7
Administering Department STAT College | Cswm
Module Dr. Omar Salim lbrahim e-mail omarsalim85@uomosul.edu.iq

Leader
Module Leader’s Acad. Title | Lecturer Module Leader’s Qualification | Ph.D.
Module Tutor e-mail
Peer Reviewer Name e-mail
Scientific Committee Version
Approval Date 10/06/2023 Number 10
Relation with other Modules
AV Al )l ) sall e A8

Prerequisite module None Semester
Co-requisites module | None Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
Al all 3ol Calaal

The learning objective of the course is that the student demonstrates the ability
to:

1- Perform programming relevant to the content of the course in the statistical
package used in ther.

2. Reproduce key theoretical results concerning elementary operations on
random variables and vectors, and to apply R

3. Reproduce and apply the fundamental theorems of random variate
generation.

4. Evaluate the quality of a random number generator.

5. Use simulation to Random Variable Generation for Continuous Distributions
6. Use simulation to Random Variable Generation for Continuous Distributions
7. Investigate properties of statistical procedures and estimators using
simulation.

8. use methods Monte Carlo Integration and The Bootstrap

9. Perform programming relevant to the content of the course in the statistical
package used in the course.

10. Identify and interpret relevant information in the output of the statistical
package used in the course.

Module Learning
Outcomes

Al pall 3alall aladl) s j3a

After this course, the student should be able to...

1- use R and other statistical software to perform statistical analysis;

2-use different methods to solve an random number generator problem;

3- use Linear congruential and mid-square methods for uniform generator,

4- use Inverse transform method for simulating various probability distributions and
stochastic models,

5- apply some efficient computer algorithms in simulation by bootstrap;

6- use Monte Carlo methods to solve statistical problems;

7-plan and implement a statistical simulation study in an efficient way;

interpret the results from a simulation study;

8- find appropriate information from the library, Internet, or other sources using
computer software.

Indicative Contents
Hala Y1l giaal)

Indicative content includes the following.
Part A —

Computational Statistics to R , Basic Syntax R , Formula Specification in
RGraphics in R and Using Packages[ 15 hrs]
Part B —

Probability and Statistics, Probability Density Function, Cumulative
Distribution Function, Introduction to Simulation, Discrete-Event System
Simulation, Generating Random Numbers, Testing Randomness , Testing
Uniformity ,Testing Independence [ 15 hrs]




Part C —

Generating Random Variables, Random Variable Generation for Continuous
Distributions, Random Variable Generation for Discrete Distributions [ 15 hrs]

Part D —

Monte Carlo Integration, Monte Carlo Methods in Inference

The Bootstrap, Bootstrap Estimation of Standard Error, Bootstrap Estimation
of Bias ,The Standard Normal Bootstrap Confidence Interval [ 15 hrs]

Learning and Teaching Strategies

abail) g alail) Cilanl i

Strategies

The main strategy that will be adopted in delivering this module is to
encourage students’ participation in the exercises, while at the same time
refining and expanding their critical thinking skills. This will be achieved
through classes, interactive tutorials and by considering types of simple
experiments involving some sampling activities that are interesting to the
students.

Student Workload (SWL)
e gaul \Ongqu\Jﬁ\ Jaall

Structured SWL (h/sem) 63 Structured SWL (h/w) 4
Jadl) A Qllall Alaing) A Jaall Lie sand (alldall alaial) Al Jasl)

Unstructured SWL (h/sem) 62 Unstructured SWL (h/w) 4
Jeaill JMa llall alsiiall e sl ) Jaal L sansl lldall il e aslal Jaal

Total SWL (h/sem) 125

Jual) A Qalall IS ) 5 Jas)




Module Evaluation
g ) Balall 4

_ _ Relevant Learning
Time/Number | Weight (Marks) | Week Due

Outcome
Quizzes 2 8% (8) 4and?7 LO #1, #2 and #5, #7
TR Assignments 3 12 % (12) 3,6and 12 | LO #3, #4 and #6, #7
assessment | prqiacts / Lab. 1 10% (10) Continuous All
Report 1 10 % (10) 13 LO #5, #6 and #7, #8
ST Midterm Exam 2hr 10% (10) 10 LO #1 - #8
assessment | final Exam 3hr 50% (50) 16 All

Total assessment

100% (100 Marks)

Delivery Plan (Weekly Syllabus)
bl o gl zlgiall

Week Material Covered
Introduction
Week 1 Computational Statistics
Getting Started with R and R studio
Basic Syntax R
LG Distributions and Statistical Tests in R
Week 3 Arrays, Data Frames, and Lists in R
Formula Specification in R
LCEIC Graphics in R and Using Packages
Probability and Statistics Review
Week 5 Continuous Random Variables
Discrete Random Variables
Week 6 Introduction to Simulation, Advantages and Disadvantages of Simulation, Areas of Application,
Model of a System ,Types of Models, Discrete-Event System Simulation, Types of simulations
Generating Random Numbers
Pseudorandom Number Generators in R,
Week 7 . .
Linear congruential generator
Lagged Fibonacci generator
Testing Randomness Generating Random Numbers
Week 8 Testing Uniformity Generating Random Numbers
Testing Independence Generating Random Numbers
Week 9 Generating Random Yariables . .
Methods for Generating Random Variables in R
Midterm Exam ;Distributions and Simulation
Week 10 | Random Variable Generation for Continuous Distributions ,Uniform Distribution and

The normal distribution




Random Variable Generation for Continuous Distributions ,The exponential distribution

Week 11 The gamma distribution ,The beta distribution
Random Variable Generation for Discrete Distributions ,The Bernoulli distribution
Week 12 . N
,The binomial distribution
Random Variable Generation for Discrete Distributions, The poisson distribution
Week 13 e
Geometric distribution
Week 14 | Monte Carlo Simulation Monte Carlo Integration
Week 15 | The Bootstrap Techniques
Week 16 | Preparatory week before the final Exam
Delivery Plan (Weekly Lab. Syllabus)
fdall e gl Zleiall
Material Covered
Week 1 Lab 1: Introduction to R
Week 2 | [ap 2: Getting Started with R and Rstudio
Week 3 Lab 3: application Basic Syntax R
Distributions and Statistical Tests in R
Week 4 | |ap 4: Arrays, Data Frames, and Lists, Matrix Algebra in R
Week 5 Lab 5: Example Probability and Statistics inR
Week 6 Lab 5: R code computes the variance of the random variable
Example Descriptive Statistics in R
Lab 7: Pseudorandom Number Generators in R,
Week 7 Example Linear congruential generator application with R
Example Lagged fibonacci generator application with R
Lab 8: Testing Randomness application withR
Week 8 Example Testing Uniformity application with R
Example Testing Independence application withR
Week 9 Lab 9: Generating Random Variables in R
Examples Methods for Generating Random Variables in R
Week 10 | 5p 10: Example The normal distribution application with R
Lab 11: Example The exponential distribution application with R
Week 11 Example The gamma distribution application with R
Example The beta distribution application with R
Week 12 | Lab 12: Example The Bernoulli distribution application with R
Example The binomial distribution application with R
Week 13 Lab 13: Example The poisson distribution application with R
Geometric distribution application with R
Week 14 | | ap 14: Example Monte Carlo Simulation Monte Carlo Integration with R
Week 15

Lab 15: Example The Bootstrap Techniques with R




Learning and Teaching Resources
u.n..g‘)iﬂ\j e&:ﬂ\ JJLAA

Available in the

Text .
Library?

i -Basic Elements of Computational Statistics, Wolfgang
Required Texts . . . Yes
Karl Héirdle ¢ Ostap Okhrin Yarema Okhrin, 2017

-Discrete-Event System Simulation Banks Carson |l
Nelson Nicol Fifth Edition,2014

Recommended -Simulation and Modelling to Understand Change NO
Texts Manuele Leonelli
-Statistics and Computing Series Editors:J.
ChambersD. HandW. Hardle ,2009
Websites https://en.wikipedia.org/wiki/Simulation_modeling
Grading Scheme
C)L‘,>)JJ\ Jalases
Group Grade el Marks % | Definition
A - Excellent Jliel 90 - 100 Outstanding Performance
B - Very Good I de 80-89 Above average with some errors
(Ssut;:tielsgoG)roup C- Good NVes 70-79 Sound work with notable errors
D - Satisfactory Jowgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX — Fail (Alaadl 0B8) Cwly | (45-49) More work required but credit awarded
(0-49) F — Fail el (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
‘\_\M\J.ﬂ\ 3alall S g C.Jj.u

Module Information
Laul Hall salall il glaa

Module Title Design and Analysis of Experiments | | Module Delivery
Module Type Core X Theory
Module Code STAT405 X Lecture

O Lab

O Practical
SWL (hr/sem) 100 O Seminar
Module Level UGIV Semester of Delivery 7
Administering Department STAT College | CsM
Module Dr. Muzahem Mohammed Yahya e-mail muzahim_alhashime@uomosul.edu.iq

Leader

Module Leader’s Acad. Title | Assistant Professor | Module Leader’s Qualification Ph.D.
Module Tutor | Dr. Wisam Wadullah Saleem e-mail | wisam-stat@uomosul.edu.iq
Peer Reviewer Name e-mail
Scientific Committee 10/06/2023 Version Number 1.0
Approval Date

Relation with other Modules
6 AY) Al )l gall ae A8

Prerequisite module

Semester

Co-requisites module

Semester




Module Aims, Learning Outcomes and Indicative Contents

A0l yY) il sinall g alacil) il g Agul Hall salall Calaad

Module Objectives
Al all 3ol Calaal

1. Introduce the student to how to design the experiment according to sound scientific
foundations.

2. Enable the student to deal with problems related to data and conduct appropriate
statistical analysis according to the design and nature of the data.

3. Enable the student to conduct statistical analysis, create variance analysis tables, and
make comparisons.

4. Introducing the different designs, the method of implementing them, and analyzing
their data in order to obtain scientific decisions with a sufficient degree of accuracy
and at the lowest possible cost.

5. Enabling the student to choose the appropriate design for the experiment according
to scientific bases.

6. Enable the student to evaluate and interpret the results.

Module Learning
Outcomes

salall alasll a3
gus)

Introducing the basic terms of experiment design, the basics of experiment design.

2. Interpret the results and give the appropriate decision for a completely randomized
design in the case of equal and nonequal.

3. The ability to deal with the nature of experimental units in terms of homogeneity and
heterogeneity and choose the appropriate design for analysis.

4. The ability to apply the appropriate design and choose the mathematical model
according to the experimental conditions.

5. The ability to identify important factor and interpret the results based on the analysis
of variance.

6. The ability to deal with different design schemes according to the appropriate
experimental units.

7. The ability to analyze randomized complete block design and Latin square design in
case of missing experimental units.

8. The ability to choose the important factor that has a significant impact through the
use of multiple tests (LSD, Duncan and Dunnett)

Indicative Contents

Indicative content includes the following.

Part A - Basic concepts in designing experiments and handling simple one-factor
experiments Dealing with a completely randomized design and identifying the
mathematical model and the analysis of variance table for the design in the case of equal
and unequal frequencies and in the case of recording one observation and more than one
observation of the experimental unit. [16 hours]

Part B - Dealing with experimental units in the event of heterogeneity and in one direction
using the complete random design and identifying the mathematical model and the
analysis of variance table for the designs and studying the relative efficiency and showing
the effect of losing observations on the analysis in the case of recording one observation
and more than one observation of the experimental unit. [16 hours.]

Part C - Dealing with the experimental units in the case of inconsistency and in two
directions using the Latin square design and the Greek Latin square design, identifying the
mathematical model and the analysis of variance table for the designs, studying the




on the analysis. [12 hours.]
Part D - The use of multiple comparisons through the application of tests (LSD, Duncan and

Dunnett) to indicate the most important (significant) factor. [16 hours.]

relative efficiency of the Latin square design, and showing the effect of losing observations

Learning and Teaching Strategies

aabeil) g alail) Cilun il yind

Strategies

assignments, quizzes, and projects.

Encourage students’ participation in the exercises, while at the same time refining and
expanding their Practical thinking skills. This will be achieved through classes,

Student Workload (SWL)

Structured SWL (h/sem) 18 Structured SWL (h/w) 3
Juail) oA Ul piiall sl jal) Jeal L sl dUall aliiiall ol 5l Jasl)

Unstructured SWL (h/sem) 5 Unstructured SWL (h/w) 3
daadll J3a llall alaiiall yie o) yall Jaal) e sl Gl aliindd) jee ol Hal) Jaall

Total SWL (h/sem)

100
Juadl) J3A lUall I il el Jaal)
Module Evaluation
3»_.}...»\).3.“ XA eyﬁ
Time/Num . Relevant Learnin
AN Weight (Marks) | Week Due elevant Learning
r Outcome
. LO  #1,#2,#3,H4,4#5,#6
Quizzes 3 15 % (15) 5,9and 12
and #7
Formative
SO Assi t 5 15% (15) 3,6,9,11 and | LO #1,#2,#3,#4, #5, #6,
ssignments ’ 13 #7 and #8
Report 1 10% (10) 12 All
Summative Midterm Exam 2hr 10% (10) 11 All
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)
@bl e pul) el

Material Covered

Definition of basic terminology for designing experiments, processing, experimental unit,

e L sampling unit, experimental error.
Week 2 The design is completely random, Introduction, design advantages and disadvantages, linear
ce randomization model, analysis of variance.

Week 3 Completely randomized design with equal frequencies, Completely randomized design with
equal frequencies.

Week 4 Completely randomized design in the case of nonequal and in the case of recording more
than one observation, Completely randomized design with unequal frequencies.

Week 5 Complete random block design, Introduction, grouping of experimental units into sectors,
design advantages and disadvantages, randomization, linear model, analysis of variance.

Week 6 Complete random block design, Relative efficiency of design, estimation of missing data

Week 7 | Randomized complete block design with one view per experimental unit, Randomized
complete block design with one view per experimental unit.

Week 8 | Randomized complete block design with sample experimental units, Randomized complete
block design with sample experimental units.

Week 9 Latin square design, Introduction, design advantages and disadvantages, randomization,

ee linear model, analysis of variance.

Week 10 | | atin square design, Relative efficiency, estimate of missing data.

Week 11 | Greco-Latin square design, Introduction, linear model, analysis of variance table.
Multiple comparisons Least significant difference test (LSD), Introduction, the concept of

Week 12 multiple comparisons Least significant difference (LSD) test of a completely randomized
design

Week 13 Multiple comparisons Least significant difference test (LSD), Introduction, the concept of
multiple comparisons Least significant difference (LSD) test for block design

Week 14 | Duncan's polynomial test Dunnett test, Introduction, Duncan's polynomial test Dunnett's test
for a completely randomized design

Week 15 Duncan's polynomial test Dunnett test, Introduction, Duncan's polynomial test Dunnett test
for sectoral design

Week 16

Preparatory week before the Final Exam




Learning and Teaching Resources
U"‘:’Jﬂ\J eh_“d\ JJL;AA

Available in the
Text .
Library?
. " A ) )l Uil Julat g asasal 1'(1980) 2gana R (g ) )
Required Texts o (, ) . & . Yas
ad) - il g deldall Caast) a4y e ¢ J oY) daghal)
1- Montgomery, D.C. (2017), Design and Analysis of
Experiments. 9th Edition. John Wily & Sons. Inc New York.
Recommended N
. R . o
Texts Faoal) U1 " uladl) Jalad g asaa 1'(1994) Atk daas daaa cala¥)-2
oAkl il
Websites
Grading Scheme
Group Grade BERtH]] Marks % Definition
A - Excellent kel 90 - 100 Outstanding Performance
B - Very Good BEgevE 80 -89 Above average with some errors
Success Group -
(50 - 100) C - Good NVes 70-79 Sound work with notable errors
D - Satisfactory Jwgie 60 - 69 Fair but with major shortcomings
E - Sufficient Jgstn 50 -59 Work meets minimum criteria
Fail Group FX - Fail (dxlaadl 4B) sl (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title Eng lish Language Module Delivery
Module Type Support Theory
Lecture
Module Code STAT406
O Lab
ECTS Credits 2 OTutorial
O Practical
SWL (hr/sem) 50 O Seminar
Module Level UGIv Semester of Delivery 7
Administering Department STAT College CSM
Module Leader Zainab Qusay Ahmed Taqi e-mail Zainab.qg@uomosul.edu.iq
Module Leader’s Acad. Title Asst. lecturer Module Leader’s Qualification MSc.
Module Tutor e-mail
Peer Reviewer Name e-mail
ientifi . A |
SD:::“ ic Committee Approva 11/06/2023 Version Number | 1.0

Relation with other Modules

3 &yl Slgall ao dBMall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents

LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
Gyl Baledl Colual

To be able to speak English fluently and accurately.

To think in English and then speak.

To be able to talk in English.

To be able to compose freely and independently in speech and writing.
To be able to read books with understanding.

Module Learning
Outcomes

aled) @il Ol y3en
oyl

A

To address grammar issues that students encounter in their daily speech,

writing, reading and listening

2. To address the issue of grammatical errors that affect effective
communication

3. To improve your reading skills through the practice of vocabulary
enrichment, reading comprehension exercises, speed reading strategies,
written responses, discussions, and reflections
Recognize the structure and organization of paragraphs,

5. Use strategies to think critically about reading and use appropriate
technology to enhance reading comprehension, reading speed, and
vocabulary development

6. Develop the listening skill.

Indicative Contents
dalin Y wlgisad|

Indicative content includes the following.

Introduction: about the study materials. [1 hr]

Passive and active voices, practices. Grammar: Verbs and nouns. [5 hrs]

Second conditional, practices, questions and short answers. Grammar: might, If |
were you. Vocabulary: phrasal verbs. social expressions, practices. [8 hrs]

Present perfect continuous, practices. Words formation, adverbs, reading.
Everyday English (telephoning), practices. [6 hrs]

Past perfect practices, grammar and pronunciation. Report statement, practices.
Vocabulary: hot verbs (bring, take, come, go). Social expressions (saying goodbye). [8

hrs]

Review the study units. [2 hrs]




Learning and Teaching Strategies

oty el ol

- The main strategy that will be adopted in developing the four skills:

The skill of speaking,
The skill of reading,

Strategies The skill of writing,

The skill of listening,

Also, enable the students for the use of grammar correctly,

Student Workload (SWL)
lﬁw‘ Yol O g g,JUaJJ stbu\J\ gresl

Structured SWL (h/sem) 33 Structured SWL (h/w) 5
)l I Jlall plasiall gyl o) b gend CUall laiiall (bl ol
Unstructured SWL (h/sem) 17 Unstructured SWL (h/w) 1
duadl 3 LIl plaziadl p golydll Jood! b gonl Ul plaiiall e gyl Josull

Total SWL (h/sem)
il M5 CIUal U1 guhll Jass)

50

Module Evaluation

. . Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome

Quizzes 3 15% (15) 3,6and 10 | LO #1, #2 and #3
Formative

Assignments 3 15% (15) 4,7and 12 | LO #3, #4 and #6
assessment

Report 1 10% (10) 13 LO #5, #3 and #6
Summative Midterm Exam 1hr 10% (10) 7 LO #1 - #6
assessment Final Exam 2hr 50% (50) 16 All

Total assessment

100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Week 1 Introduction: about the study materials.
Week 2 Grammar: Verbs and nouns. Passive and active voices, practices.
Week 3 Second conditional, practices, questions and short answers.
Week4 | Grammar: might, If | were you.
Week 5 | vocabulary: phrasal verbs.
Week 6 social expressions, practices.
Week 7 Mid-term Exam
Week 8 Grammar: Present perfect continuous, practices.
Week 9 | Grammar: Words formation, adverbs, reading.
Week 10 | socjal expressions: Everyday English (telephoning), practices.
Week 11 | Tenses: Past perfect practices, grammar and pronunciation.
Week 12 | Report statement, practices.
Week 13 | Hot verbs (bring, take, come, go).
Week 14 | Social expressions about (saying goodbye), practices.
Week 15 | Study the material review
Week 16 | Preparatory week before the final Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1 None
Week 2 None
Week 3 None
Week 4 None
Week 5 None
Week 6 None
Week 7 None

Learning and Teaching Resources
u.«.e).xi.]b ‘oJa.'&JU.)La.A




Text

Available in the Library?

Headway pre-intermediate plus student's book (john and

Required Texts Yes
Lize Soars)
Recommended
Headway pre-intermediate plus work's book Yes
Texts
Websites
Grading Scheme
Gl lalases
Group Grade il Marks % | Definition
A - Excellent Sl 90 - 100 Outstanding Performance
B - Very Good BEevE 80 -89 Above average with some errors
(S:(;:tielsgoG)roup C - Good NVes 70-79 Sound work with notable errors
D - Satisfactory Jaugie 60 - 69 Fair but with major shortcomings
E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (A laadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the

automatic rounding outlined above.




MODULE DESCRIPTION FORM

duy I 8oLl Cano g 73900

Module Information

Ayl B3Le)) iloglne

Module Title Stochastic Processes 11 Module Delivery
Module Type Core Theory
Lecture
Module Code STAT407
O Lab
ECTS Credits 7/ Tutorial
[ Practical
SWL (hr/sem) 175 O Seminar
Module Level uGlv Semester of Delivery 8
Administering Department STAT College CSM
Module Leader Dr. Muthanna Subhi Sulaiman e-mail muthanna.sulaiman@uomosul.edu.iq
Module Leader’s Acad. Title Assistant Professor Module Leader’s Qualification Ph.D.
Module Tutor e-mail
Peer Reviewer Name e-mail
Scientific Committee Approval 10/06/2023 Version Number 1.0
Date
Relation with other Modules
S5 dslylll Slgall ao A3l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl Olgisally phatll 5L g Ayl B3l LIl

1. Understand the concept of a Markov chain and its classifications.

2. Recognize the different types of states in a Markov chain, such as absorbing,
transient, and recurrent states.

3. Learn to classify Markov chains based on their behavior, including irreducible,
reducible, and periodic chains.
Identify and analyze the stationary distribution of a Markov chain.

Module Objectives 5. Understand the basic properties and characteristics of a Poisson process.

Gyl Baladl Colual 6. Derive and interpret the probability density function and cumulative distribution
function of the Poisson process.

7. Understand the concept and assumptions of a branching process.

8. Calculate the mean and variance of a branching process.

9. Understand the characteristics and assumptions of a birth and death process.

10. Calculate the mean and variance of a birth and death process.

11. Understand the basic concepts and components of queuing models.

12. Identify and apply different queuing models, such as M/M/1.

1. Demonstrate a solid understanding of the fundamental concepts and principles of
each stochastic process.

2. Classify and analyze different types of states or behaviors within each process,
such as absorbing, transient, recurrent, and periodic states.

3. Evaluate and interpret the stationary distribution, steady-state behavior, and

Module Learning equilibrium properties of the processes.

Outcomes 4. Calculate and interpret relevant performance measures, such as mean, variance,
extinction probabilities, and waiting times.

alel) @laidl Ol y3en 5. Communicate effectively, both orally and in writing, about the concepts, analysis,

Gyl and results related to the classification of these stochastic processes.

6. By achieving these learning outcomes, students will have a strong foundation in
the classification and analysis of stochastic processes, enabling them to apply
these concepts and techniques in a wide range of fields such as probability theory,
statistics, operations research, and various branches of engineering and applied
sciences.

Indicative content includes the following.

Part A — Classification of state of a Markov chain:

Reasons of using numerical analysis, problem that we typically face in numerical

[ e (e ie analysis, problem identification before utilizing numerical methods. [25 hrs.]

doli Y wlgisad!

Part B Poisson process and its properties:
Learn how to model events that occur randomly over time using the Poisson process.
[30 hrs.]

Part C — Application of stochastic processes:




Understand the fundamental concepts and principles of each stochastic process. And
identify and classify the different types of states or behaviors within each process.
[20 hrs.]

Learning and Teaching Strategies

oalatlly @latll bl il

The main strategy that will be adopted in delivering this module is to encourage

. students’ participation in the exercises, while at the same time refining and expanding
Strategies L o . L .
their critical thinking skills. This will be achieved through classes, computer labs,

assignments, quizzes, and projects.

Student Workload (SWL)
e guwsl 10 J Ogunmn CIlall (qwlyldl Jozdl

Structured SWL (h/sem) 28 Structured SWL (h/w) .
i)l s CIlall elaziedl (golyldl Josdd! e gueanl Ual) @laiiall gyl Joell

Unstructured SWL (h/sem) 97 Unstructured SWL (h/w) 6
el M5 LIl elaziedl e gohyldl Josdd! b gl JUal) elaiiall s byl Josrll

Total SWL (h/sem)
i)l U5 LIUall SI1 (guhlll Jassll

175

Module Evaluation

Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
Quizzes 2 10% (10) 4,11 LO #1, #5
Formative 4,11, 14,
Assignments 4 20% (10) All
assessment and 15
Report 1 10% (10) 12 All
e Midterm Exam 2hr 10% (10) 9 LO #1-#4
assessment | pinal Exam 3hr 50% (50) 16 Al
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Week 1 Classification of Markov Chain. Classification of state of a Markov chain.
Week 2 Recurrent and transient states.
Week 3 Computation of first passage and mean recurrence time.
Week 4 Stationary distribution of a Markov chain (steady states dist.).
Week 5 Markov Process with discrete state space, introduction to counting process.
Week 6 The Poisson process, and assumptions Poisson process.
Week 7 Derivation the p.d.f. of a Poisson process.
Week 8 Properties of Poisson process, additive and difference property.
Week 9 Mid-term Exam + Decomposition of a Poisson process.
Week 10 | poisson process and related distribution- Inter arrival time and waiting time.
Week 11 | Introduction to Branching Process. Generating function and probability of extinction.
Week 12 | Calculate the mean and variance of a branching process.
Week 13 | Birth and Death process. Pure Birth process and Yule — Furry process.
Week 14 | Pure death process and pure Birth — Death process.
Week 15 | Stochastic Process in Queuing model, General concepts, m/m/1 steady state behavior.
Week 16 | Preparatory week before the final Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered

Lab 1

Lab 2

Lab 3

Lab 4

Learning and Teaching Resources
U,‘.«_.')J.Aﬂlj M‘)JL@Q

Text Available in the Library?

Required Texts

Oldeal! Lg doddo " ¢(2000) cbyo C}Lo a9 e Juold 6(539_).” Nl
Wl (3l caSIlls " ddslail

Yes




ol s dddes iliaas ae 489S lall drdaidl " ¢(2011) ¢ judgr Jusb <933 .2
31y IVl 321 .Bladl e o gall daalr il deliall 391

1. Cox D.R &H.D. Miller, “The theory of stochastic process”, 1985.

Recommended
2. Parzen,” Stochastic Process”, 1962. Yes
Texts 3. Ross, S. M. (1983), “'Stochastic Processes' Wiley, New York.
Websites TBD
Grading Scheme
CAL?-)..U\ Lo
Group Grade el Marks % | Definition
A - Excellent Sl 90 - 100 Outstanding Performance
B - Very Good [NENVES 80-89 Above average with some errors
(Sstjgfelsgoc)iroup C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory Jawgie 60 - 69 Fair but with major shortcomings
E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Adlaadl u8) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail el (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic
rounding outlined above.




MODULE DESCRIPTION FORM
dawy 1 8oLl Cano g 73900

Module Information
daly ! B3l ologlas

Module Title Statistical Inference 11 Module Delivery
Module Type Core Theory
Lecture
Module Code STAT408
O Lab
ECTS Credits 7/ Tutorial
[ Practical
SWL (hr/sem) 175 O Seminar
Module Level UGIv Semester of Delivery 8
Administering Department STAT College CSM
Module Leader | Dr. Raya Salim Al-Rassam e-mail rayasalim73@uomosul.edu.iq
Module Leader’s Acad. Title Assistant Professor | Module Leader’s Qualification Ph.D.
Module Tutor e-mail
Peer Reviewer Name e-mail
Scientific Committee Approval 10/06/2023 Version Number 1.0
Date
Relation with other Modules
S>3 dnly ! Slgall ao A3l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl Olgisally phatll 5L g Ayl B3l LIl

1. Explain the second part of estimation theory which is the interval estimation for
the parameters,

2. Construction the confidence intervals about the mean ,the difference between
two means, the variance, the ratio between two variances,and the proportions.

3. Studying the second part of statistical inference which is the testing of

Module Objectives hypothesis about the mean,the difference between two means ,the variance
. . _ ,the ratio between two variances, and the proportions
dowlyd) Bala)l CBlua

4. Learn the types of errors,type one error and type two error and how to
calculate them.

5. Learn how to create a critical region.

6. Learn how to calculate the power function for the statistical test and determine
the best critical region.

7. Learn how to perform the sequential test for the statistical hypothesis to reduce
from the sample size.

1. Recognize the difference between the parameters and the random variables.

2. Understanding how to construct the confidence intervals about the mean,the
difference between two means ,the variance , the ratio between two

Module Learning variances ,and the proportions.

Outcomes 3. Understanding how to test the hypothesis about the mean, the difference
between two means ,the variance , the ratio between two variances ,and

. i the proportions.

el el ey 4. Understanding the two types of errors and the critical region.

Ayl 5. Understanding how to calculate the power function for the statistical
hypothesis and determine the most powerful critical region.

6. Understanding the sequential test which is used to reduce the sample
size.

Indicative content includes the following.

1. Construction the confidence intervals about the mean ,the difference
between two means, the variance , the ratio between two variances, and
the proportions and applications,discusions,open book
exam,homeworks,and quizzes(4 weeks)

2. The testing of hypothesis about the mean,the difference between two
means ,the variance ,the ratio between two variances, and the

Indicative Contents proportions applications,discusions,open book exam,homeworks,and
LalayYl Slgiseall quizzes(3 weeks)

3. The types of errors,type one error and type two error and how to calculate
them.Applications(2 weeks)

4. Create a critical region.Application(1 week)

5. Calculate the power function for the statistical test and determine the
best critical region. applications,discusions,open book
exam,homeworks,and quizzes(4 weeks)

6. The sequential test for the statistical hypothesis.Application(1 week)




Learning and Teaching Strategies

oty el ol

Encouraging students to participate in the class through discussion and solving
exercises, while improving and expanding their critical thinking skills through
reports and using software to calculate cumulative probabilities, moments or

Strategies . . . - . .
drawing probability functions. Also linking the knowledge, they receive with
the subjects that he studied in previous levels and the levels that he will turn to
later.

Student Workload (SWL)
Lc}.«.w‘ Vol O gweo Jlal stbJJ\ Jed

Structured SWL (h/sem) -8 Structured SWL (h/w) c

el s CIall elaziedl (golyldl Josdd! e gueanl Ual) @laiiall gyl Joell

Unstructured SWL (h/sem) 97 Unstructured SWL (h/w) 6

Jnadll IS LIl elaniadl e gl Joxxd! L gl JUal plaiiall s (gubydl Jorll

Total SWL (h/sem) 175

o] I Clall S guwhld] Jazxdl

Module Evaluation

Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
Quizzes 2 20% (20) 5and 10 LO #1, #2 and #6
Formative
Assignments 2 10% (10) 2and 12 LO #3, #4 and #6
assessment
Report 1 10% (10) 13 All
Summative Midterm Exam 2hr 10% (10) 7 All
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Week 1 Estimation Theory (Interval Estimation).

Week 2 Confidence Intervals about Mean.

y Confidence Intervals about difference between two means(when variances of two
Week 3

populations are known).

Confidence Intervals about difference between two means(when variances of two
Week 4
populations are unknown).

Week 5 Confidence Intervals about Variance.

Week 6 Confidence Intervals about the ratio between two variances.

Week 7 Confidence Intervals about proportions.

Week 8 | Hypothesis Testing (Basic concepts).

Week 9 Tests concerning the mean and the difference between two means.

Week 10 | Tests concerning the variance and the ratio between two variances.

Week 11 | Tests concerning the proportions.

Week 12 | The likelihood ratio test.

Week 13 | Construction of the most powerful critical region.

Week 14 | The best critical region

Week 15 | Sequential test

Week 16 | Final exam

Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week 1

Week 2

Week 3

Week 4

Week 5

Week 6

Week 7




Learning and Teaching Resources
wy.ﬁb M‘)Qw

Text Available in the Library?

1. Al-Nasir,A. and Rashid,D.,(1988),"Statistical
Inference ", Directorate of Dar Al-Kutub for Printing

. and Publishing, Baghdad, Iraq

Required Texts Yes

2. George Casella and Roger L. Berger ,(2001)
,"Statistical Inference ",Second Edition,

https://www.r-project.org/.

Recommended Anthony Almudevar, (2022) ," Theory of Statistical

Electronic
Texts Inference ",Chapman and Hall.
Websites
Grading Scheme
Syl lalases
Group Grade el Marks % | Definition
A - Excellent Sl 90 - 100 Outstanding Performance
B - Very Good NESNVES 80-89 Above average with some errors
(SSUOCfe:;oC)iroup C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory Jowgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgstn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail el (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic
rounding outlined above.




MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information

Ayl Bola)l loglas
Module Title Statistical Model |ng Module Delivery
Module Type Core Theory
Module Code STAT409 ILZ(:ure
ECTS Credits 5 U Tutorial
[ Practical
SWL (hr/sem) 125 O Seminar
Module Level uGIv Semester of Delivery
Administering Department STAT College CSM
Module Leader Dr. Bashar A. Al-Talib e-mail bashar.altalib@uomosul.edu.iq
Module Leader’s Acad. Title Assist. Prof. Module Leader’s Qualification Ph.D.
Module Tutor e-mail
Peer Reviewer Name e-mail
SDZ:::tiﬁc SISO 10/06/2023 Version Number | 1.0
Relation with other Modules
3! Ayl sl gall ao A8l
Prerequisite module Regression Analysis | and Regression Analysis || Semester 5,6

Co-requisites module

Semester




Module Aims, Learning Outcomes and Indicative Contents

Lol Olgisally phatll 5L 9 Ayl Bolell Lol

Module Objectives
Gyl 8oLl CBlua]

After completing this course, the students have ability to:

1. detect Assumptions Violations in Simple and multiple Linear Regression Models

2. detect and deal with Heteroscedasticity, Multi-Colliearity, and Autocorrelation.

3. Analyzing regression model Residual and Detect Un-usual Observations
(extreme values, outliers, leverage point, influential observations

4. Running biased regression methods such as Ridge Regression, Principal
Component Regression

5. Deal with outlying regression data using Robust Regression

6. Use Statistical Packages such as SPSS and R to deal with regression violations

Module Learning
Outcomes

83l @laddl Ol y3e0
oyl

The learning outcomes associated with this course are aimed at students being able to:
1. deal with regression data for which analysis assumptions are not satisfied

2. learn how to detect violations in simple and multiple regression using graphs
and statistical tests

3. detect and deal with the problems of regression models such as Non-linearity,
Non-normal distribution, Multi-Colliearity, heteroscedasticity, and
autocorrelation problem.

4. differentiate between the types of un-usual observations, extreme values,
influential and outlying observations, and how to detect their existence and
how to deal with them.

5. apply regression techniques that deal with violations in analysis assumptions,
such as: Ridge Regression, Principal Component Regression, and Robust
Regression.

6. analyze regression data with violations, by using SPSS package, R program and
other software

Indicative Contents
Aol Y wlgisal!

Indicative content includes the following.

1. Introduction to Assumptions Violations in Regression Models
Assumptions Violations in Simple Linear Regression Models
Assumptions Violations in Multiple Linear Regression Models
Heteroscedasticity Problem

Multi-Colliearity Problem

Autocorrelation Problem

Residual Analysis and Detecting Un-usual Observations
Ridge Regression

. Principal Component Regression

10. Robust Regression

11. Applications Using Statistical Packages

© 0 NOU A WN

Learning and Teaching Strategies

‘o:«.la.ﬂb ‘ola.'U‘ uko;ubu«:\

Strategies

Using Visualization for data analysis

concentrate with Cooperative Learning between students
Differentiated Instruction

Using internet and Technology

Effective Class Discussions

Professional Development of learning process

No ks wnNR

Team-Based Learning




Student Workload (SWL)
LCW' Vol (S PE g,JUaJJ LSV"‘J"U‘ JA?J\

Structured SWL (h/sem) 63 Structured SWL (h/w) 4
el I CIllal) @lisiall qulyll) Janl) L gasl CIUal) @hatiall (gubyd] Joasd

Unstructured SWL (h/sem) 6 Unstructured SWL (h/w) A
i)l INs LIl elaiall e gobdl Josell b gonl Ul plaiiall e gulyldl Josull

Total SWL (h/sem)
Jradd] I3 IUall S gyl Jasd

125

Module Evaluation

. . Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
Quizzes 2 10% (10) 4 and 10 LO #1, #2 and #4
Formative Assignments 2 10% (10) 4 and 12 LO #3, #5
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #4, #5
Summative Midterm Exam 2hr 10% (10) 8 LO#2-4#5
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
Sl (£ 9] zlgiall
Material Covered
Week 1 Introduction: Assumptions Violations in Regression Models
The nature of regression models: Reasons for adding the random variable when estimating the
Week 2 relationships between variables, Hypotheses of analysis of the random variable and the linear
model, Kauss Markov Theorem for Least Squares (BLUE), The importance of the BLUE feature.
Week 3 Simple Linear regression model problems -1-: Simple linear regression model problems,
assumptions violations in general, autocorrelation testing.
Week 4 Simple Linear regression model problems -2-: detection and adjustment, Residuals normality test.
Week 5 Problems of multiple linear regression models -1-: nature and sources of problems, multi-collinearity
oblem, nature, implications, reasons for its existence, means of treatment.




Week 6 |Problems of multiple linear regression models -2-: methods of detection, estimation by Ridge regression
(RR), estimation by the method of Principal components (PCA regression).
Week 7 |Autocorrelation Problem -1-: its concept, detecting it graphically, the reasons for its appearance, its
implications, detection by the statistical test.
Week 8 | Aytocorrelation Problem -2-: treatment methods, the generalized least squares method (GLS).
Week 9 |Heteroscedasticity Problem -1-: its concept, reasons for its existence, implications, testing for its
existence.
Week 10 | Heteroscedasticity Problem -2-: treatment by GLS method and using transformations
Week 11 | Residual Analysis: Detecting Un-usual Observations, extreme values, influential
observations
Week 12 | Residual Analysis: outliers, leverage points (good and bad leverage)
Week 13 | Ridge Regression, Principal Component Regression
Week 14 | popust Regression
Week 15 | Applications Using Statistical Packages
Week 16 | Preparatory week before the final Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 7 Tutorial: Introduction to data analysis using R and SPSS
Week 15 | Tutorial: Real data analysis using R and SPSS




Learning and Teaching Resources
oeddly el Hobae
Available in
Text
the Library?
Required Texts John Fox - Regression Diagnostics_ An Introduction-SAGE Publications Yes
(2020), (Quantitative Applications in the Social Sciences)
1. David A. Belsley, Edwin Kuh, Roy E. Welsch - Regression Diagnostics
- ldentifying Influential Data and Sources of Collinearity-Wiley-
Recommended Interscience (2004), (Wiley Series in Probability and Statistics). Yes
Texts 2. Anthony Atkinson, Marco Riani (auth.) - Robust Diagnostic
Regression Analysis-Springer-Verlag New York (2000), (Springer
Series in Statistics).
Websites
Grading Scheme
oyl Jabaseo
Group Grade BERL:3i] Marks % | Definition
A - Excellent Jleiel 90-100 Outstanding Performance
B - Very Good (BESNVES 80 -89 Above average with some errors
(Ssuc;:tiels;oG)roup C - Good BVES 70-79 Sound work with notable errors
D - Satisfactory wgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgato 50-59 Work meets minimum criteria
Fail Group FX - Fail (d=laadl W8) cwly | (45-49) More work required but credit awarded
(0-49) F - Fail ol (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM

duy I 8oLl Cano g 73900

Module Information
duydl B3ladl Ologlan

Module Title Non-parametric Statistics Module Delivery
Module Type Core X Theory
Module Code STAT410 d Lecture

L1 Lab
ECTS Credits 5 Tutorial

I Practical
SWL (hr/sem) 125 [] Seminar
Module Level UGIV Semester of Delivery 8
Administering Department | STAT College | Csm
Module Dr. Omar Salim lbrahim e-mail omarsalim85@uomosul.edu.iq

Leader
Module Leader’s Acad. Title | lecturer Module Leader’s Qualification | Ph.D.
Module Tutor | Dr. Rikan abdulazeez ahmed e-mail rikan.ahmed@uomosul.edu.iq
Peer Reviewer Name e-mail
Scientific Committee Version
Approval Date 10/06/2023 Number 1.0
Relation with other Modules
AV Al )l ) sall e A8

Prerequisite module None Semester
Co-requisites module | None Semester




Module Aims, Learning Outcomes and Indicative Contents

A5 )Y il sinall g aladll il 5 4 Hall salall Calaal

Module Objectives

AaudHall salal) Calaal

The learning objective of the course is that the student demonstrates the ability to:

1- The difference between parametric and nonparametric statistics and How to rank
data.

2- How to determine counts of observations and How to ind a data sample’s kurtosis
and skewness and determine if the sample meets acceptable levels of normality.

3- How to perform a Kolmogorov—Smirnov one-sample test to determine if a data
sample meets acceptable levels of normality and How to compute the Wilcoxon
signed rank test. And How to construct a median conidence interval based on
the Wilcoxon signed rank test for matched pairs.

4- How to perform the Mann-Whitney U-test and How to construct a median
conidence interval based on the difference between two independent samples.

5- How to perform the Kolmogorov-Smirnov two-sample test., How to perform the
Mann-Whitney U-test and the Kolmogorov-Smirnov and How to compute the
Friedman test. , How to perform contrasts to compare samples

6- How to compute the Kruskal-Wallis H-test. ¢ How to perform contrasts to
compare samples and How to compute the Spearman rank-order correlation
coeficient.

7- How to compute the point-biserial correlation coeficient. And How to compute the
biserial correlation coeficient. And How to perform a chi-square goodness-of-it
test.and How to perform a chi-square test for independence. And How to use a

runs test using SPSS

Module Learning
Outcomes

Al pall 3alall aladl) s j3a

After this course, the student should be able to...

Compare and contrast parametric and nonparametric tests

Identify multiple applications where nonparametric approaches are appropriate
Perform and interpret the Mann Whitney U Test

Perform and interpret the Sign test and Wilcoxon Signed Rank Test

Compare and contrast the Sign test and Wilcoxon Signed Rank Test

Perform and interpret the Kruskal Wallis test

Identify the appropriate nonparametric hypothesis testing procedure based on
type of outcome variable and number of samples

Nou ks WwWwNR

Indicative Contents

Indicative content includes the following.

Part A -

Introduction, The Nonparametric Statistical , State the Null and Research Hypotheses
,Compute the Test Statistic ,Ranking Data ,testing data for normality, Computing the
Kolmogorov—Smirnov One-Sample Test , Computing the Wilcoxon Signed Rank Test
Statistic, Computing the Sign Test [20 hrs]

Part B —

Computing the Mann-Whitney U-Test Statistic, Computing the Kolmogorov—Smirnov
Two-Sample Test Statistic, Computing the Kolmogorov—Smirnov Two-Sample Test
Statistic, Computing the Friedman Test Statistic, Computing the Friedman Test
Statistic, RANK-ORDER, POINT-BISERIAL, AND BISERIAL CORRELATIONS[20 hrs]




Part C—

The x2 Goodness-of-Fit Test ,Computing the 2 Goodness-of-Fit Test Statistic
, The x2 Test for Independence ,Computing the x2 Test for Independence, The Fisher
Exact Test , Computing the Fisher Exact Test for 2 x 2 Tables
, The Runs Test for Randomness ,Sample Runs Test[20 hrs]

Learning and Teaching Strategies

el 5 aladl) i) il

Strategies

The main strategy that will be adopted in delivering this module is to encourage
students’ participation in the exercises, while at the same time refining and
expanding their critical thinking skills. This will be achieved through classes,
interactive tutorials and by considering types of simple experiments involving some

sampling activities that are interesting to the students.

Student Workload (SWL)

Structured SWL (h/sem) 63 Structured SWL (h/w) 4
Jadll P& Ul adatiall il Hall Jaa) Le sand llall plaiiall ol jall Jaall
Unstructured SWL (h/sem) 6 Unstructured SWL (h/w) 4
Juadl) JBA ClUall alaiidll yee ol jall Jaal) Le saud calldall plaiiall ye  oul pall Jaall
Total SWL (h/sem) 195
Jadll A llall S il jal) Jeadl
Module Evaluation
sl all 3oLl ap
Relevant Learnin
Time/Number | Weight (Marks) Week Due g
Outcome
Quizzes 2 12% (12) 5and 10 LO #1, #2 and #4, #6
. 3,68 and

Assignments 4 12% (12) LO #3, #4 and #6, #7

Formative 12
. . 4,79 and

assessment discussions 1 6% (6) 1 LO #3, #5 and #6, #7

Report 1 10% (10) 13 LO #4, #5 and #7
Summative Midterm Exam 2hr 10% (10) 8 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)
bl o gl Zlgiall

Material Covered

Introduction, The Nonparametric Statistical Procedures Presented in This cors
State the Null and Research Hypotheses

Week 1 | get the Level of Risk (or the Level of Signiicance) Associated with the Null Hypothesis
Choose the Appropriate Test Statistic ,Compute the Test Statistic
Ranking Data , Ranking Data with Tied Values
TESTING DATA FOR NORMALITY
Describing Data and the Normal Distribution

Week 2 | computing and Testing Kurtosis and Skewness for Sample Normality
Examining Skewness and Kurtosis for Normality Using SPSS
Computing the Kolmogorov—Smirnov One-Sample Test
COMPARING TWO RELATED SAMPLES: THE WILCOXON SIGNED RANK AND
THE SIGN TEST

Week 3 | computing the Wilcoxon Signed Rank Test Statistic
Sample Wilcoxon Signed Rank Test (Small Data Samples) and (Large Data Samples)
Conidence Interval for the Wilcoxon Signed Rank Test
Computing the Sign Test

Week 4 | Sample Sign Test (Small Data Samples) and (Large Data Samples)
Performing the Wilcoxon Signed Rank Test and the Sign Test Using SPSS
COMPARING TWO UNRELATED SAMPLES: THE MANN-WHITNEY U-TEST AND THE
KOLMOGOROV-SMIRNOV TWO-SAMPLE TEST

Week 5 | computing the Mann-Whitney U-Test Statistic
Sample Mann-Whitney U-Test (Small Data Samples) and (Large Data Samples)
Conidence Interval for the Difference between Two Location Parameters
Computing the Kolmogorov—Smirnov Two-Sample Test Statistic

Week 6 | Sample Kolmogorov—Smirnov Two-Sample Test
Performing the Mann—Whitney U-Test and the Kolmogorov—Smirnov Two-Sample Test
Using SPSS
COMPARING MORE THAN TWO RELATED SAMPLES: THE FRIEDMAN TEST
Computing the Friedman Test Statistic

Week 7 _?_a_lmi)le Friedman’s Test (Small Data Samples without Ties) and(Large Data Samples without

ies

Sample Friedman’s Test (Small Data Samples with Ties)
Performing the Friedman Test Using SPSS
Midterm Exam ,COMPARING MORE THAN TWO UNRELATED SAMPLES: THE
KRUSKAL-WALLIS H-TEST

Week 8 | computing the Kruskal-Wallis H-Test Statistic
Sample Kruskal-Wallis H-Test (Small Data Samples) and (Large Data Samples)
Performing the Kruskal-Wallis H-Test Using SPSS
COMPARING VARIABLES OF ORDINAL OR DICHOTOMOUS SCALES: SPEARMAN
RANK-ORDER, POINT-BISERIAL, AND BISERIAL CORRELATIONS
The Correlation Coeficient

Week 9

Computing the Spearman Rank-Order Correlation Coeficient

Sample Spearman Rank-Order Correlation (Small Data Samples without Ties) and (Small
Data Samples with Ties)

Performing the Spearman Rank-Order Correlation Using SPSS




Week 10

Computing the Point-Biserial and Biserial Correlation Coeficients
Correlation of a Dichotomous Variable and an Interval Scale Variable
Correlation of a Dichotomous Variable and a Rank-Order Variable
Sample Point-Biserial Correlation (Small Data Samples)

Performing the Point-Biserial Correlation Using SPSS

Week 11

Sample Point-Biserial Correlation (Large Data Samples)
Sample Biserial Correlation (Small Data Samples)
Performing the Biserial Correlation Using SPSS

The Kendall Rank Correlation CoefBcient: r

The Kendall Partial Rank Correlation Coeffecient: r,-,
The Kendall Coeffecientt of Concordance: W

Week 12

ESTS FOR NOMINAL SCALE DATA: CHI-SQUARE AND FISHER EXACT TESTS
The y2 Goodness-of-Fit Test

Computing the ¥2 Goodness-0f-Fit Test Statistic

Sample y2 Goodness-of-Fit Test (Category Frequencies Equal)

Sample ¥2 Goodness-0f-Fit Test (Category Frequencies Not Equal)

Week 13

The %2 Test for Independence
Computing the 2 Test for Independence
Sample x2 Test for Independence

Week 14

The Fisher Exact Test
Computing the Fisher Exact Test for 2 x 2 Tables
Sample Fisher Exact Test

Week 15

TEST FOR RANDOMNESS: THE RUNS TEST

The Runs Test for Randomness

Sample Runs Test (Small Data Samples) and (Large Data Samples)
Sample Runs Test Referencing a Custom Value

Performing the Runs Test for a Custom Value Using SPSS

Week 16

Final Exam

Delivery Plan (Weekly Lab. Syllabus)
it ‘5::}.\“‘2“ G\.@.Ld\

Material Covered

Week 1

Week 2

Week 3

Learning and Teaching Resources
u.u..g‘)ﬂ\j eh_“d\ JJLAA

Available in the
Library?

Text

Required Texts Siegel, Nonparametric Statistics for the Behavioral Sciences Yes

Recommended Higgins, Introduction to Modern Nonparametric Statistics

Texts

NO

Higgins, Introduction to Modern Nonparametric Statistics




Websites

Grading Scheme

Group — il oS | Definition

A - Excellent Dkeal 90 - 100 | Outstanding Performance
success B - Very Good las A 80 -89 Above average with some errors
Group C - Good 2 70-79 Sound work with notable errors
(50 - 100) D - Satisfactory Lo sia 60 - 69 | Fair but with major shortcomings

E - Sufficient J s 50 - 59 Work meets minimum criteria

. . . More work required but credit
_ Aalleal) ad) ol -

Fail Group FX - Fail (ol 38) ol 1 (45-49) | varded
(0-49) F_ Fail s (0-44) Considerable amount of work

required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for
example a mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The
University has a policy NOT to condone "near-pass fails" so the only adjustment to marks awarded by the

original marker(s) will be the automatic rounding outlined above.




MODULE DESCRIPTION FORM
‘\_\M\J.ﬂ\ 3alall S g C.Jj.u

Module Information
Laul Hall salall il glaa

Module Title Design and Analysis of Experiments Il | Module Delivery
Module Type Core & Theory
Module Code STAT411 Lecture

O Lab
ECTS Credits 4 Tutorial

O Practical
SWL (hr/sem) 100 O Seminar
Module Level UGIV Semester of Delivery 8
Administering Department STAT College | csm
Module Dr. Muzahem Mohammed Yahya e-mail muzahim_alhashime@uomosul.edu.iq

Leader

Module Leader’s Acad. Title

Assistant Professor

Module Leader’s Qualification

Ph.D.

Module Tutor | Dr. Wisam Wadullah Saleem e-mail | wisam-stat@uomosul.edu.iq
Peer Reviewer Name e-mail
Scientific Committee 10/06/2023 Version Number 1.0
Approval Date

Relation with other Modules

6 AY) Al )l gall ae A8

Prerequisite module Semester
Co-requisites module Semester




Module Aims, Learning Outcomes and Indicative Contents

4L5 Y1 il ginall g alail) il g A all salall Calaa]

Module Objectives
Band Al salal) Calaal

N

To develop statistical analysis skills using unbalanced designs.

To understand multiple treatments analysis and interpret its results.
Acquisition of skill in the analysis of nested coefficients of different
experiments.

The ability to choose the appropriate design according to the conditions of the
experiment.

Gain skills in planning different experiments.

The ability to analyze various Factorial experiments according to the
requirements of the experiment.

Gain the ability to analyze various Split-plot designs and interpret the results

Module Learning
Outcomes

Balall ALt i ie
Al )l

8.
9.

Analyze the various Incomplete designs and determine the appropriate
mathematical model for the experiment.

Interpret the results and give the appropriate decision for the various Cross-
over design and all possible cases

Able to deal with Factorial experiments for different designs.

The ability to analyze Factorial experiments containing three factors

The ability to apply the appropriate design and choose the mathematical
model according to the experimental conditions.

The ability to identify important factorial coefficients and interpret the results
based on the analysis of variance.

The ability to deal with different design schemes according to the appropriate
experimental units.

The ability to analyze Nested experiments and interpret results.

Gain skill in identifying the type of Confounding experiment.

Indicative Contents
Hala Y1l giaal)

Indicative content includes the following.

Part A - Basic concepts of some one-factor designs
Dealing with Cross-over designs and Youden Square and getting acquainted with
the mathematical model of the designs. [20 hours]

Part B - Factorial experiments

Analyzing experiments that contain more than one factor and identifying the
appropriate mathematical model. [20 hours.]

Part C — Confounding experiment

Identify Split-plot designs and Nested experiments and the types of Confounding
experiments. [20 hours]




Learning and Teaching Strategies

padatll g aladl) Slaas) il
Encourage students’ participation in the exercises, while at the same time
Strategies refining and expanding their Practical thinking skills. This will be achieved
through classes, assignments, quizzes, and projects.

Student Workload (SWL)
Lc}.u.»\ \°Jg._1}umq\.}aﬂ$ubﬂ\ Jaall

Structured SWL (h/sem) 18 Structured SWL (h/w) 3
Jeadl) A lUall adasial) A Jeall Le sand (alldall alial) = Al Jasl)

Unstructured SWL (h/sem) £ Unstructured SWL (h/w) 3
Jeadll A Qllall aliiiall e a5l Jaal L saud Ul alaiiall e a5l Joal

Total SWL (h/sem) 100

Jamnil) JoA Ll Y sl ) Jaal

Module Evaluation
3»_.};.»\)..\.“ XA eyﬁ
Relevant Learning
Time/Number | Weight (Marks) Week Due
Outcome
Quizzes 3 15 % (15) 5,9and 13 | LO #1-#6and #7
Formative 6,8,9,12and
Homework 5 15% (15) LO #1-#6and #7
assessment 13
Report 1 10% (10) 13 All
Summative | Midterm Exam 2hr 10% (10) 11 LO #1-#5and #6
assessment | rinal Exam 3hr 50% (50) 16 Al
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)
@bl e pul) el

Material Covered

Cross-over design, Introduction, conditions for Cross-over design, two treatments in Cross-

Week 1 over design

Cross-over design, Three treatments in Cross-over design, linear model, table analysis of

Week 2 variance

Week 3 | Youden Square design, Introduction, linear model, table analysis of variance

Week 4 | Randomized Incomplete block design, Introduction, linear model, table analysis of variance

Week 5 | List of balanced randomized Incomplete block designs, ways to create balanced designs

Week 6 | Factorial experiments, introduction, use, advantages, and disadvantages

Week 7 | Factorial experiment two-factor, completely randomized design (CRD)

Week 8 | Factorial experiment two-factor, Randomized complete block design

Week 9 | Factorial experiment two-factor, Latin square design

Week 10 | Factorial experiment three-factor

Week 11 | Split-plot designs, Introduction, and whole plots in a completely randomized design

Week 12 | gpjit-plot designs, whole plots in Randomized complete block design

Week 13 | Split-plot designs, whole plots in Latin square design

Week 14 | Nested experiment, Introduction, linear model, table analysis of variance

Week 15 | Confounding, Introduction, type Confounding

Week 16 Preparatory week before the Final Exam

Learning and Teaching Resources
U‘“:’,)ﬂ\} (-Ja;m JJLAAA

Available in the
Library?

Text

_ " e 30 Gl Julat g araa 1'(1980) 2 gana 2SR (5 9 )
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1-Montgomery, D. C. (2017). Design and analysis of
Recommended

experiments. John wiley & sons. No
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Grading Scheme

Group Grade il or2S | Definition

A - Excellent Dliial 90 - 100 | Outstanding Performance
Success B - Very Good [RENKEEN 80 - 89 Above average with some errors
Group C - Good SIES 70-79 Sound work with notable errors
(50 - 100) D - Satisfactory L sie 60 - 69 | Fair but with major shortcomings

E - Sufficient e 50 - 59 Work meets minimum criteria

. . . More work required but credit
_ Aallaal) ad) ol -

Fail Group FX - Fail S ) sl | (45-49) awarded
(0-49) E _ Eail s (0-44) Considerable amount of work

required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for
example a mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University
has a policy NOT to condone "near-pass fails" so the only adjustment to marks awarded by the original
marker(s) will be the automatic rounding outlined above.




