MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Ayl Bolal Sloglas

Module Title Advanced Programming Module Delivery
Module Type Core Theory

. . Lecture
Module Code CYBS-107 Lab
ECTS Credits 8 Tutorial

O Practical

SWL (hr/sem) 200 O Seminar
Module Level 1 Semester of Delivery 2
Administering Department College Type College Code
Module Leader Raya Jassim Essa e-mail Raya.jassim@uomosul.edu.iq
Module Leader’s Acad. Title Module Leader’s Qualification
Module Tutor e-mail
Peer Reviewer Name e-mail E-mail
SD‘:::t'f'c SISO 01/06/2023 Version Number | 1.0

Relation with other Modules

31 Ayl Sl gall ae dBDI

Prerequisite module

Algorithms and structure programing with c++ 1 Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl lgisally phatll 5L 9 Ayl 8Ll LIl

1. To develop problem solving skills and understanding of programing through
the application of instruction.
Module Objectives 2. Tounderstand input, output instruction .
Gyl Baladl Colual 3. This course deals with the basic operation in any program code.
4. This is the basic subject for all programs.
5. To understand how to analysis any problem to solve it by programs.
6. To perform a good programmer .
Important: Write at least 6 Learning Outcomes, better to be equal to the
number of study weeks.
Module Learning 1. Recognize how instruction works in program code.
2. List the various terms of programing.
Outcomes , i Prog _g_ _
3. Summarize what is meant by a basic instruction.
4. Discuss the simple programming and the perfect programing .
8ol eladdl Ol y3e0 . . .
i 5. Describe the problem and how to solve it by programing.
syl 6. ldentify the basic elements of any program code.
7. Discuss the precedence of operator .
8. Discuss the various of idea to solve any program .
Indicative content includes the following.
Part A — function : Definition of functions , examples , Definition of default argument ,
Definition of recursive functions, Definition of call by reference functions, [20 hrs]
Part B — arrays : Definition of 1D , examples , Definition of 2D, main and second diagonal ,
examples [ 20 hrs]
Indicative Contents Part C — string : Definition of string ,read and write string, Definition of string function ,
Loliyy! gzl examples [15 hrs]
Part D- structures: Definition of structures , read structurer , write structures, examples,
Definition of nested structure , examples [20 hrs]
Part E - files : Definition files , Open files , closing filse , rewind , Fgetc, fputc functions,
examples , Fgets, fputs function, examplies , Fread and fwrite with arraye and structures [20
hrs]




Learning and Teaching Strategies

oty @latll il il

Strategies

Type something like: The main strategy that will be adopted in delivering this module
is to encourage students’ participation in the exercises, while at the same time
refining and expanding their critical thinking skills. This will be achieved through
classes, interactive tutorials and by considering types of simple experiments involving

some sampling activities that are interesting to the students.

Student Workload (SWL)
e guwsl V0 J Ogunmen LIl qwhydl ol

Structured SWL (h/sem) 108 Structured SWL (h/w) .
)l s CIlall elaziadl (golyldl Josdd! e gueanl Ual) @laiiall gyl Josell

Unstructured SWL (h/sem) 92 Unstructured SWL (h/w) 6
el I3 LIl elaziedl e gehyldl Josdd! L gl JUall elaiiall s byl Josrll

Total SWL (h/sem)

dsadl s Il L?JSJ\ bl Jod! 200
Module Evaluation
ZVOR[RVR-RIPN| VY-
Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 1 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 9 10% (10) 2 and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 15 15% (15) Continuous | All
Report 0 0% (0) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 15% (15) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Week 1 Introduction
Week 2 | Default argument function
Week 3 Recursive function
Week 4 | Call by reference function
Week 5 one Dimensional Array
Week 6 Two Dimensional Array
Week 7 Function to manipulate Arrays
Week 8 | String of characters
Week 9 Function to manipulate strings
Week 10 | Structures
Week 11 | Array of structures
Week 12 | Nested structure
Week 13 | Files
Week 14 | Files working with characters
Week 15 | Files working with string, Fread and fwrite instruction
Week 16 | Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1 Lab 1: apply Default argument function , Recursive function
Week 2 Lab 2: apply Call by reference function
Week 3 Lab 3: apply one Dimensional Array , Two Dimensional Array
Week 4 Lab 4: apply Function to manipulate Arrays
Week 5 Lab 5: apply String of characters , Function to manipulate strings
Week 6 Lab 6: apply Structures , Array of structures , Nested structure
Week 7 Lab 7: apply Files working with characters , Files working with string , fread and fwrite

Learning and Teaching Resources




w)xd\g M\)JL@Q

Text

Available in the Library?

C++ from control structures through objects, eighth edition ,

Required Texts ] No
by Tony Gaddis
Recommended
No
Texts
Websites
Grading Scheme
Slomy) lalases
Group Grade edaxd| Marks % | Definition
A - Excellent Sl 90-100 Outstanding Performance
B - Very Good [SEgeve: 80 -89 Above average with some errors
Success Group -
(50 - 100) C - Good RVES 70-79 Sound work with notable errors
D - Satisfactory Jawgin 60— 69 Fair but with major shortcomings
E - Sufficient Jgute 50-59 Work meets minimum criteria
Fail Group FX - Fail (AIlandl WiB) Cnly | (45-49) More work required but credit awarded
(0-49) F - Fail ol (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title Arabic Language Module Delivery
Module Type S Theory

X]
Module Code CYBS-112 = Lecture
ECTS Credits 2 O Tutorial

O Practical
SWL (hr/sem) 50 0 Seminar
Module Level 1 Semester of Delivery 2
Administering Department CybS College CSM
Module Leader Ahmed Mohamed Ali e-mail ahmed.m.ali@uomosul.edu.iq
Module Leader’s Acad. Title Lecture Module Leader’s Qualification
Module Tutor Name (if available) e-mail E-mail
Peer Reviewer Name Name e-mail E-mail
SD‘;i::tiﬁc SISO 01/06/2023 Version Number | 1.0

Relation with other Modules

3 Ayl Slgall ao dBall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents

LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
dulyudl Baledl Colual

1. dwyall dalll duolyd duodl Ol
2. dorudl LUSINg doeasall Bsl i) @laly

Module Learning
Outcomes

aled) @laidl Ol y3en
Lalyl

Gl g Jleadl gblge e Cgatlly ¢ &uyall Al o e Il Lay o
domomsal] syl D D5l LU sy oy S ¢ LgsloTs dsyall

e B8N eSS Oy g A3 gdne Aty ddund) gLl LgusSTyi
s 8352 Ol g 3 g S (& buos Jlaniunl A3l Jlasiul
Ohleadl po dpdall Jozs (Gl 0Ll dad dpall dalll. sl (yuumg

Ol A8 bl Jaadl 0lud (28 5,591 lalll e Lajead 301 Y
Olodlasas gz ($99 E3gins gl s sLall ) (p duyadl LB Gola))
L yadl Ll das OF o 3laadl (o dpdadlg ol Lgls iy euial @Jlall
g L3Vl 4o Oymall Oludlly (B unloee opo aiSI1 Jooxsy dauolis
Syima JI s @) &usdl Gl (b cdwye Blaxlly 3 re LA desls

Indicative Contents
dyolin Yl wlgisall

JWLI
Indicative content includes the following.
Part A - iUl &aaf
dpyall &al)l pgle 8Lad [15 hrs]
Part B-JlxsY|
ddaiall JdYl ¢ Jgrae) duasall JadVlg ¢ doiMI JladVle ol Jabdeg)laall Jadll ¢ golal Jadll
[20 hrs]cn g=2al

Part ¢ -yl Tl

A3l Tl e @lg3lg O Jgo ¢ pasdlg Tl e WgSlglg O Jgso ¢ asdlg Tiall Oolyel
[20 hrs]

Part D- d=5lidl cUas-Ylg e AI[5 hrs]

Part E-Ciliguaiall

[IOhFS]@LbA.” dyumﬂ c4l>‘)‘ dy-fLAJ\ L dy.rLAJ\

Part F ouall uslgd
saall § sially pazdlly sl sSUlly CbII10 hrs]
Part G,ls2) ($yad ai[5 hrs]

Learning and Teaching Strategies

oty el ol

Strategies

Type something like: The main strategy that will be adopted in delivering this module




some sampling activities that are interesting to the students.

is to encourage students’ participation in the exercises, while at the same time
refining and expanding their critical thinking skills. This will be achieved through
classes, interactive tutorials and by considering types of simple experiments involving

Student Workload (SWL)
L gl 10 J gnma CIUall gyl Jazell

Structured SWL (h/sem) 3 Structured SWL (h/w) 5
)l s CIlall elaziedl (golyldl Josdd! e gueanl Ual) @laiiall gyl Josell

Unstructured SWL (h/sem) 18 Unstructured SWL (h/w) 1
el M LIl elaziedl e gelyldl Josdd! b gl JUal) elaiiall s byl Jomrll

Total SWL (h/sem)

dwad)l s Il g&H L?»b.J.H el >0
Module Evaluation
duwlyd! 3ol (Ol
Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 0 0% (0) Continuous | All
Report 2 20% (20) 13 LO #5, #8 and #10
Summative Midterm Exam 1hr 10% (10) 7 LO #1 - #7
assessment Final Exam 2hr 60% (60) 16 All

Total assessment

100% (100 Marks)

Delivery Plan (Weekly Syllabus)
Sl £ 5uY) zlginll

Material Covered

Week 1 | Ayl Aall) o glo 5LAS g Ay o) Aall) Lsan]
Week2 | jlady)
Week3 | sl faisall




Week4 | WElsdls OIS @ ulsdd)
Week5 | Wilsaly o
Week 6 | add il ciladle
Week7 | daild 4552l sUadl
Week8 | Cligaiall
Week9 | 4 Jsdall
Week 10 | 4aY Jsaial)
Week 11 | 4la¥ Jsaial)
Week 12 | (alaal) J g2iall
Week 13 | 3l ao|gd
Week 14 | 23l 3o |8
Week 15 | s R&)gall 5 2l al
Delivery Plan (Weekly Lab. Syllabus)
risal) (£ 9l zlgiall
Material Covered
Week 1 None
Week 2 None
Week 3 None
Week 4 None
Week 5 None
Week 6 None
Week 7 None

Learning and Teaching Resources
L)“‘.‘.U‘)‘ﬂb ‘oJa.'&J\).)La.n

Text

Available in the Library?




Required Texts oabaidy) s @M‘\J Ay ad) Aall)/ il gal) (e de gana Yes
Recommended e 8 . - oo
c Qe g 3 A8l 2 mlglall/e eV GuiS/ sadl) s No
exts -
Websites
Grading Scheme
LIJL‘?:).AJ‘ hlass
Group Grade il Marks % | Definition
A - Excellent Sl 90 - 100 Outstanding Performance
B - Very Good I dae 80 -89 Above average with some errors
(S:(;:(ielsgoG)roup C - Good NVes 70-79 Sound work with notable errors
D - Satisfactory Jaugie 60 - 69 Fair but with major shortcomings
E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F — Fail ol (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title Awareness and Training for Security Module Delivery
Module Type C Theory

[ Lecture
Module Code CYBS-310

OLab
ECTS Credits 5 Tutorial

[ Practical
SWL (hr/sem) 125 O Seminar
Module Level 3 Semester of Delivery
Administering Department College
Module Leader Name e-mail E-mail
Module Leader’s Acad. Title Module Leader’s Qualification
Module Tutor Name (if available) e-mail E-mail
Peer Reviewer Name Name e-mail E-mail
Scientific Committee Approval Version Number 1.0
Date

Relation with other Modules
S5 dslyll Slgall ao A3l

Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents

LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
dulyudl Baledl Colual

The primary objective of an Awareness and Training for Security module is to educate
and train employees on the importance of security best practices and how to identify
and respond to potential security threats. Other objectives of this module may
include:

1. Understanding the organization's security policies and procedures.

2. Understanding how to identify and report security incidents.

3. Understanding the risks associated with phishing, social engineering, and other
common cyber attacks.

4. Learning how to create strong passwords and manage them securely.

5. Understanding the importance of data privacy and how to handle sensitive
information securely.

6. Learning how to securely connect to the organization's network from remote
locations.

7. Understanding the importance of regular software updates and patching.

8. Learning how to use security tools such as firewalls, antivirus software, and
intrusion detection systems.

9. Understanding the basics of cryptography and encryption.

10. Understanding the importance of incident response and how to respond to a
security incident. Overall, the main objective of an Awareness and Training for
Security module is to create a security-aware culture within the organization and
empower employees to be an active part of the organization's security strategy.

Module Learning
Outcomes

Balal) @l Ooloryre
WY

The learning outcomes of an Awareness and Training for Security module will vary
depending on the specific goals and objectives of the module. However, here are
some common learning outcomes that can be expected from such a module:

1. Employees will be able to identify and report potential security incidents.

2. Employees will understand the risks associated with common cyber attacks and
know how to protect against them.

3. Employees will be able to create strong passwords and manage them securely.

4. Employees will understand the importance of data privacy and how to handle
sensitive information securely.

5. Employees will be able to securely connect to the organization's network from
remote locations.

6. Employees will understand the importance of regular software updates and
patching.

7. Employees will be able to use security tools such as firewalls, antivirus software,
and intrusion detection systems.

8. Employees will understand the basics of cryptography and encryption.

9. Employees will understand the importance of incident response and know how to
respond to a security incident.

10. Employees will be aware of the organization's security policies and procedures
and understand their role in maintaining a secure environment. Overall, the learning
outcomes of an Awareness and Training for Security module should help to create a
culture of security awareness within the organization and empower employees to
take an active role in protecting the organization's assets and sensitive information.

Indicative Contents
dolin Y wlgisad|

The contents of an Awareness and Training for Security module will vary depending
on the specific needs of the organization. However, here are some common topics
that may be covered:

1. The importance of security awareness: This may include an introduction to the




risks associated with cyber attacks and the importance of maintaining a secure
environment.

2. Security policies and procedures: Employees will learn about the organization's
security policies and procedures, including access controls, password policies, and
incident response procedures.

3. Phishing and social engineering: Employees will learn how to identify and respond
to phishing emails, phone calls, and other social engineering attacks.

4. Password security: This may include information on creating strong passwords,
using password managers, and avoiding password reuse.

5. Data privacy: Employees will learn about the importance of protecting sensitive
information, including personal data and confidential business information.

6. Remote access security: Employees will learn how to securely connect to the
organization's network from remote locations, including the use of virtual private
networks (VPNs).

7. Security tools: This may include an introduction to firewalls, antivirus software,
and intrusion detection and prevention systems.

8. Cryptography and encryption: Employees will learn about the basics of
cryptography and encryption and how they are used to protect sensitive information.
9. Incident response: Employees will learn about the importance of incident response
and how to respond to a security incident.

10. Security best practices: This may include information on regular software updates
and patching, secure web browsing, safe email practices, and mobile device security.
Overall, the contents of an Awareness and Training for Security module should
provide employees with a comprehensive understanding of security risks and best
practices and empower them to take an active role in maintaining a secure
environment.

Learning and Teaching Strategies

odlanlly @lazl! Ol il

Strategies

Effective strategies of Awareness and Training for Security can help to create a
security-aware culture within the organization and empower employees to take an
active role in maintaining a secure environment. Here are some common strategies
that can be employed:

1. Regular training sessions: Conducting regular training sessions on security best
practices can help to keep security awareness at the forefront of employees' minds.
2. Interactive training materials: Using interactive training materials such as quizzes,
games, and simulations can help to engage employees and increase the effectiveness
of the training.

3. Tailored training: Tailoring training programs to specific job roles or departments
can help to ensure that employees receive training that is relevant to their
responsibilities.

4. Senior management support: Gaining the support of senior management can help
to emphasize the importance of security awareness within the organization and
encourage employees to take it seriously.

5. Continuous reinforcement: Reinforcing security best practices through regular
reminders and updates can help to keep security awareness top of mind.

6. Benchmarking: Regularly benchmarking the effectiveness of security awareness




training programs can help to identify areas for improvement and ensure that
training programs remain up-to-date.

7. Phishing simulations: Conducting phishing simulations can help to educate
employees on how to identify and respond to phishing attacks.

8. Incentives: Providing incentives for employees who demonstrate good security
practices can help to encourage security awareness and promote a security-aware
culture.

9. Multi-lingual training: Providing training materials in multiple languages can help
to ensure that all employees, regardless of their language background, receive the
necessary training. Overall, the strategies of Awareness and Training for Security
should be tailored to the specific needs of the organization and its employees, and
regularly updated to remain effective and relevant.

Student Workload (SWL)
e guwsl 10 J Ogunmn CIlall qwlyddl Jozdl

Structured SWL (h/sem) 63 Structured SWL (h/w) 4
bl I3 Ial) @laziall (gl Jol e gl Ul eliziall gyl Jasdl

Unstructured SWL (h/sem) 2 Unstructured SWL (h/w) 4
)l I CIlall claiall & gobddl Jodl b gunl Ul plainall e gyl Jossll

Total SWL (h/sem)

M)l I CIlal) g“,!SJ\ bl Jod! 125
Module Evaluation
duwlydd! 3ol (ol
Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2 and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Week 1 Advanced Security Awareness Training Techniques
Week 2 Interactive training methods (e.g., gamification, simulations)
Week 3 Security awareness for remote and distributed teams
Week 4 Measuring and evaluating the effectiveness of security training
Week 5 Emerging Threats Awareness
Week 6 Exploring emerging cybersecurity threats
Week 7 Ransomware and malware awareness
Week 8 Advanced persistent threats (APTs) and targeted attacks
Week 9 Cloud Security Awareness
Week 10 | Understanding cloud computing security challenges
Week 11 | Security considerations for cloud services and deployments
Week 12 | Cloud security awareness training
Week 13 Mobile Device Security Awareness
Week 14 | Mobile device security risks and vulnerabilities
Week 15 | Best practices for securing mobile devices, Mobile device security awareness training
Week 16 | Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1
Week 2
Week 3
Week 4
Week 5
Week 6
Week 7

Learning and Teaching Resources




w)u\.ﬁ\g M\)Qw

Text

Available in the Library?

Required Texts

"The Art of Human Hacking" by Christopher Hadnagy.

Recommended "Social Engineering: The Art of Human Hacking" by Christopher
Texts Hadnagy.
SANS Security Awareness: www.sans.org/security-awareness: SANS Institute offers a
comprehensive security awareness training program that covers a wide range of topics,
Websites including phishing aV\{areness., password security, social engineerin.g, and saf.e- online .
behavior. Their website provides access to free resources, blog articles, and information on
training courses and certifications.
Grading Scheme
CJL?-JJ.H Lo
Group Grade el Marks % | Definition
A - Excellent Sl 90 - 100 Outstanding Performance
B - Very Good I dae 80 -89 Above average with some errors
Success Group -
(50 - 100) C - Good NVes 70-79 Sound work with notable errors
D - Satisfactory Jowgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.



http://www.sans.org/security-awareness

MODULE DESCRIPTION FORM
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Module Information
:Lb.n\‘).ﬂ\ R\ Q"_Iu‘ﬁlu

Module Title Calculus Module Delivery
Module Type S Theory
X Lecture
Modul -
odule Code CYBS-105 O Lab
ECTS Credits 3 X Tutorial
O Practical
SWL (hr/sem) 75 0 Seminar
Module Level 1 Semester of Delivery 1
Administering Department College
Module Leader Maha Farman Khalaf e-mail maha.farman@uomosul.edu.iq
Module Leader’s Acad. Title LECTURER Module Leader’s Qualification M.Sc.
Module Tutor e-mail
Peer Reviewer Name Name e-mail E-mail

Scientific Committee Approval

Date Version Number 1.0
Relation with other Modules
6 AY) Al )l gall ae A8
Prerequisite module N/A Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents

405 HY) il sinall g alacil) il g Agul Hall Balall Calaa

Module Objectives
BaudHal) salal) Calaal

1- Understanding basic concepts: Students should develop a solid
understanding of fundamental concepts in calculus, such as limits,
continuity, derivatives, and integrals.

2- Calculating derivatives: Students should be able to calculate derivatives
using various differentiation techniques, including the power rule, chain
rule, product rule, quotient rule, and trigonometric derivatives.

3- Applying differentiation: Students should be able to apply differentiation
to solve problems related to rates of change, optimization, curve sketching,
related rates, and applied problems in various fields.

4- Understanding the Fundamental Theorem of Calculus: Students should
comprehend the Fundamental Theorem of Calculus and be able to use it to
evaluate definite integrals and find antiderivatives.

5- Solving differential equations: Students should gain an understanding of
basic techniques for solving first-order differential equations and solving
separable, linear, and homogeneous differential equations.

6- Multivariable calculus: Depending on the level of the course, students may
be introduced to multivariable calculus and learn concepts such as partial
derivatives, multiple integrals, and vector calculus.

Module Learning
Outcomes

salall alasll a3
gus)

1. study the functions and the domain .

2. evaluation the range of functions and their drawing.

3. A study of the limits and Luptal's rule.

4. A continuity study.

5. Derivability.

6. A study of the derivation of the transcendental exponential ,trigonometric and
natural logarithm functions.

7. study the integration with many methods.

Indicative Contents

Part A — Theoretical lectures

Introduction of real numbers, functions and Their types, the Domain and Range of the
functions with different techniques for polynomial function , fractional functions.
Radical functions (odd and even roots) . [10 hrs]

Limit of a Function and Limit Laws, The Precise Definition of a Limit, One-Sided Limits
, Limits Involving Infinity, Asymptotes of Graphs [10 hrs] .

The Derivative at a Point , The Derivative as a Function , Differentiation Rules , The
Chain Rule ,Implicit derivative , Partial derivative , ( Cauchy-Riemann equation),
Laplace equation [15hrs].

Transcendental functions (the Natural Logarithm) and Logarithm differentiable
Logarithmic functions and their Derivatives, Trigonometric functions and their




Derivatives , Logarithm with base a, the exponential function , Exponential function
of type a*, a" and trigonometric function [16 hrs]

The inverse trigonometric function, Hyperbolic function,. [6hrs].

Definite integral, Indefinite integral, the integral of Natural logarithms, The
integration of exponential functions and Trigonometric functions integrations. [8hrs]

Integration by part. Integral contain n-th root, Integration of Rational function by
partial fractions [10hrs]

Part B —

Additional and Advanced Exercises. [18 hrs]
applications [12 hrs]

Advanced Exercises and homework’s.[40 hrs].

Learning and Teaching Strategies

el Al Cilia) i

Strategies

The main strategy that will be adopted in the delivery of this unit is to encourage
students to participate in the exercises, while improving and expanding their critical
thinking skills at the same time. This will be achieved through classes and interactive
tutorials and by looking at the types of simple experiments that include some

sampling activities that are of interest to the students.

Mathematics, including calculus, requires practice to reinforce understanding and
develop problem-solving skills. Work through a variety of problems, both from your
textbook and supplementary resources. Start with simple problems and gradually

increase the difficulty level.

Student Workload (SWL)

Structured SWL (h/sem) 48 Structured SWL (h/w) 3
Juadl) A Ul i) ol ) Jaal) e sand calldall alaiiall sl 5l Jasll

Unstructured SWL (h/sem) 7 Unstructured SWL (h/w) 5
Sl JA lUall aliiial) e ol 52l Jaal) Lo paned Ul ainall el 5l Jasll

Total SWL (h/sem) 75

Juaill J3a lUall JSH ol 3l Jaal




Module Evaluation

ds) Al 3alal) PRty
Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. Continuous | All
Report - 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 20% (10) 7 LO #1 - #7
assessment Final Exam 3hr 60% (60) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
gkl u.c}w‘ﬁ\ zleadl

Material Covered

Week 1 Introduction of real numbers, functions and Their types, sketch and the domain.

Week 2 The Range of the functions, the Limit.

Week 3 The limit of Infinity and properties of Limits ,the Continuity, the derivative.

Week 4 Implicit differentiation, The Chain Rule.

Week 5 Partial derivative ,theorem ( Cauchy-Riemann equation), Laplace equation .

Week 6 Transcendental functions (the Natural Logarithm) and Logarithm differentiable, (quiz).

Week 7 Logarithm with base a, the exponential function , Exponential function of type a*, a* and
trigonometric function .

Week 8 The inverse trigonometric function

Week 9 Hyperbolic function, (quiz)

Week 10 | Definite integral, Indefinite integral, the integral of Natural logarithms.

Week 11 | The integration of exponential functions and Trigonometric functions integrations.

Week 12 | Midterm exam.

Week 13 | Integration by part.

Week 14 Integral contain n-th root, Integration of Rational function by partial fractions.

Week 15 | Substitution by trigonometric function.

Delivery Plan (Weekly Lab. Syllabus) N/A
Al e gl mleiall




Material Covered

Week 1
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Learning and Teaching Resources

Text Available in the Library?
Jalsill g Jualdil) laa 1982/ Jg¥ sl Jug .l -1 Yes
./ 3.)595;35\ L«A.IQJ! o
2- George B. Thomas, Jr. Massachusetts yes
Required Texts o , o
INSTRUCTOR’S SOLUTIONS MANUAL SINGLE VARIABLE
3—calculus 11th Thomas Yes
ol e Al ae daala g dlgs deas Gl 0 -1 Yes
TR JBaadal) waad) st Jh/ Ja¥ gai\/ Jalsilly Jualaal)
Texts 2—- ROBERT T. SMITH, ROLAND B. MINTON, “ Calculus No
Fourth Edition”” 2012
Websites https:// www.wolframalpha.com .
Grading Scheme
Group Grade vl Marks % Definition
A - Excellent kil 90 - 100 Outstanding Performance
s G B - Very Good las 2 80 -89 Above average with some errors
(:;fe:(jo) roup C - Good s 70-79 Sound work with notable errors
D - Satisfactory das 5ia 60 - 69 Fair but with major shortcomings
E - Sufficient Jsiia 50-59 Work meets minimum criteria
Fail Group FX - Fail (Aadlaal) 08) i ) | (45-49) More work required but credit awarded
(0-49) F - Fail ol (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic
rounding outlined above.
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Module Information
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Module Title Compiler Design Module Delivery
Module Type C Theory
Module Code CYBS-307 enture
ECTS Credits 5 [ Tutorial

[ Practical
SWL (hr/sem) 125 O Seminar
Module Level 3 Semester of Delivery
Administering Department College Type College Code
Module Leader Name e-mail E-mail
Module Leader’s Acad. Title Module Leader’s Qualification
Module Tutor Name (if available) e-mail E-mail
Peer Reviewer Name Name e-mail E-mail
S;:::tifie Committee Approval Version Number 1.0

Relation with other Modules
3! Ayl sl gall ao A8l

Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
Gyl Baladl CBlua]

Understanding the Compiler Structure: Students should acquire knowledge about the
overall structure and components of a compiler. This includes understanding the
phases of a compiler (lexical analysis, syntax analysis, semantic analysis, code
generation, and optimization) and the interactions between these phases.

Lexical Analysis: Students should learn how to design and implement a lexical
analyzer (also known as a scanner) that performs tokenization of the input source
code. This involves recognizing keywords, identifiers, literals, and other language
constructs.

Syntax Analysis: Students should understand how to design and implement a parser
that checks the syntax of the source code based on a formal grammar. This phase
involves constructing a parse tree or an abstract syntax tree (AST) that represents the
hierarchical structure of the program.

Semantic Analysis: Students should learn about semantic analysis, which involves
checking the validity and meaning of the program based on the rules of the
programming language. This phase includes type checking, scope analysis, and
symbol table management.

Intermediate Code Generation: Students should understand how to generate an
intermediate representation of the source code that is independent of the target
machine. This intermediate code serves as a bridge between the front-end and back-
end of the compiler.

Code Optimization: Students should learn about various optimization techniques that
can be applied to the intermediate code to improve the efficiency and performance
of the generated executable code. This includes techniques such as constant folding,
common subexpression elimination, loop optimization, and register allocation.

Code Generation: Students should gain knowledge about the process of translating
the optimized intermediate code into the target machine language. This involves
understanding the target architecture and generating efficient and correct machine
code.

Error Handling and Debugging: Students should learn techniques for error handling
and reporting during the compilation process. They should also understand how to
generate meaningful error messages that aid in the debugging of source code.
Compiler Tools and Techniques: Students should become familiar with various tools
and techniques used in compiler design, such as lexer and parser generators (e.g., Lex
and Yacc), intermediate code representations (e.g., three-address code, quadruples),
and optimization algorithms.

Project Implementation: Students should undertake a practical project to design and
implement a compiler for a simplified programming language. This project allows
them to apply the concepts and techniques learned throughout the course.

Overall, the module aims to provide students with a comprehensive understanding of
the theory and practice of compiler design, enabling them to develop efficient and
reliable compilers for programming languages

Module Learning
Outcomes

8ol @laddl Ol y5e0
el

The module on Compiler Design aims to achieve the following learning outcomes for
students:

Knowledge and Understanding:

Understand the phases and components of a compiler.

Comprehend the role and purpose of lexical analysis, syntax analysis, semantic
analysis, code generation, and optimization in the compilation process.




Recognize the importance of intermediate representations and code optimization
techniques.

Technical Skills:

Design and implement a lexical analyzer (scanner) to tokenize the input source code.
Design and implement a parser to check the syntax of the source code and construct
a parse tree or abstract syntax tree.

Perform semantic analysis tasks such as type checking, scope analysis, and symbol
table management.

Generate intermediate code that represents the source code in a machine-
independent format.

Apply optimization techniques to improve the efficiency and performance of the
generated code.

Generate target machine code based on the optimized intermediate representation.
Problem-Solving:

Analyze and solve problems related to the compilation process, such as identifying
lexical and syntactic errors, resolving semantic conflicts, and optimizing code.
Debug and handle errors during the compilation process.

Evaluate and choose appropriate data structures and algorithms to optimize the
compilation process.

Critical Thinking:

Evaluate the trade-offs and impact of different design decisions on the overall
performance and efficiency of a compiler.

Critically analyze and assess the quality and effectiveness of generated code.

Apply critical thinking skills to identify and resolve complex issues in compiler design
and implementation.

Communication and Documentation:

Clearly communicate and present ideas, concepts, and implementation details
related to compiler design.

Document the design decisions, algorithms, and techniques used in the development
of a compiler.

Write clear and concise error messages and diagnostic information to aid in
debugging.

Project Management:

Plan, manage, and execute a compiler design project, including setting goals, defining
milestones, and allocating resources effectively.

Collaborate with team members, if applicable, to achieve project objectives and
deliverables.

Demonstrate time management skills and meet project deadlines.

By the end of the module, students should have acquired the knowledge, skills, and
abilities necessary to design and implement a functional compiler and have a deep
understanding of the concepts and techniques involved in the compilation process.
Top of Form

Indicative Contents
dolin Y wlgisad|

The indicative contents of a Compiler Design module may include the following
topics:

Introduction to Compiler Design:

Overview of the compilation process and its stages.

Role and importance of a compiler.

Compiler structure and components.

Lexical Analysis:

Role of lexical analysis in the compilation process.

Regular expressions and finite automata.




Design and implementation of lexical analyzers (scanners).

Tokenization and lexical error handling.

Syntax Analysis:

Context-free grammars and parsing techniques.

Top-down parsing: Recursive descent and LL(1) parsing.

Bottom-up parsing: Shift-Reduce and LR parsing.

Construction and traversal of parse trees.

Semantic Analysis:

Semantic analysis and its importance.

Type checking and type systems.

Symbol tables and symbol table management.

Scope analysis and variable resolution.

Error handling and error recovery.

Intermediate Code Generation:

Intermediate representations and their purpose.

Three-address code and quadruples.

Translation of expressions, control structures, and statements into intermediate
code.

Generation of control flow graphs.

Code Optimization:

Introduction to code optimization and its goals.

Common optimization techniques: constant folding, copy propagation, dead code
elimination.

Loop optimization: loop unrolling, loop fusion, loop-invariant code motion.
Data flow analysis and optimization.

Code Generation:

Introduction to code generation.

Target machine description and instruction selection.

Register allocation and management.

Code generation for expressions, control flow, and procedures.

Error Handling and Debugging:

Error handling mechanisms in compilers.

Generation of meaningful error messages.

Debugging techniques for compiled code.

Compiler Tools and Techniques:

Overview of compiler generation tools: Lex and Yacc.

Intermediate code representations and transformations.

Optimization algorithms and techniques.

Compiler Design Project:

Practical implementation of a compiler for a simplified programming language.
Application of concepts and techniques learned throughout the module.
Project planning, design, and development.

Note: The actual contents may vary depending on the specific curriculum and the
depth of coverage in the module. The topics mentioned above provide a general
overview of the key areas typically covered in a Compiler Design module.




Learning and Teaching Strategies
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Strategies

When approaching compiler design, several strategies and approaches can be
employed to ensure efficient and effective implementation. Some of the commonly
used strategies in compiler design include:

Modular Design: Breaking down the compiler into modular components helps
manage the complexity of the project. Each phase of the compilation process, such as
lexical analysis, syntax analysis, semantic analysis, code generation, and optimization,
should be implemented as a separate module with well-defined interfaces. This
allows for easier development, testing, and maintenance of the compiler.
Top-Down Design: Adopting a top-down design approach involves starting with the
high-level structure of the compiler and gradually refining the design and
implementation details. This approach allows for a clearer understanding of the
overall architecture and helps in identifying and resolving potential issues early in the
development process.

Formal Language Theory: Understanding and applying concepts from formal
language theory, such as regular expressions, context-free grammars, and automata
theory, are essential for designing and implementing various components of the
compiler. These theories provide the foundation for lexical analysis, parsing, and
language specification.

Parsing Techniques: Choosing the appropriate parsing technique is crucial for
efficient and accurate syntax analysis. The two main approaches are top-down
parsing (e.g., recursive descent, LL parsing) and bottom-up parsing (e.g., LR parsing).
Depending on the language grammar and requirements, selecting the most suitable
parsing technique is important for achieving good performance.

Optimization Strategies: Code optimization aims to improve the performance and
efficiency of the generated code. Various optimization techniques, such as constant
folding, loop optimization, and register allocation, can be applied during the code
generation and optimization phases. Understanding these techniques and selecting
the appropriate ones based on the target machine architecture can greatly enhance
the quality of the generated code.

Error Handling and Reporting: Implementing effective error handling and reporting
mechanisms is crucial for providing useful feedback to programmers. Clear and
informative error messages help users identify and fix issues in their code.
Additionally, proper error recovery techniques can help the compiler continue
processing the code after encountering errors.

Tool and Library Integration: Leveraging existing compiler generation tools and
libraries can expedite the development process. Tools like Lex and Yacc (or their
equivalents) can automate the generation of lexical analyzers and parsers based on
specifications. Utilizing libraries for intermediate code representation, optimization
algorithms, or target machine code generation can also save development effort and
improve the overall quality of the compiler.

Testing and Debugging: Rigorous testing is essential to ensure the correctness and
reliability of the compiler. Test suites should cover various language constructs and
edge cases to verify the behavior of the compiler. Additionally, debugging
techniques, such as printing intermediate results or using debuggers, can aid in
identifying and fixing issues during development.

Continuous Improvement: Compiler design is an evolving field, and staying updated
with the latest advancements and techniques is essential. Keeping abreast of new
optimization algorithms, language features, and code generation strategies enables
the implementation of more efficient and robust compilers.




By employing these strategies and approaches, developers can design and implement
compilers that are efficient, reliable, and capable of producing high-quality code.
Top of Form

Student Workload (SWL)
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Module Evaluation

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
Syl (£ gl Zlghol)

Material Covered

Week1 | Introduction to Compilers

Week2 | Lexical Analysis

Week3 | Syntax Analysis




Week4 | Syntax Analysis (continued)
Week5 | Semantic Analysis
Week6 | Semantic Analysis (continued)
Week7 | Optimization Techniques
Week 8 Optimization Techniques (continued)
Week9 | Code Generation
Week 10 | Code Generation (continued)
Week 11 | Code Optimization
Week 12 | Code Optimization (continued)
Week 13 | Compiler Tools and Techniques
Week 14 | Recent Developments and Future Trends
Week 15 | Project Presentations and Review
Week 16 | Exam
Delivery Plan (Weekly Lab. Syllabus)
sl (£ 9l Zlgiall
Material Covered
Week 1 Introduction to Compiler Design Tools
Week 2 | Parsing and Syntax Analysis
Week 3 | Semantic Analysis and Symbol Table
Week 4 Intermediate Code Generation
Week 5 | Code Optimization Techniques
Week 6 code Generation
Week 7 | Project Development and Integration

Learning and Teaching Resources
wf)dﬂ\j M‘)JL@O

Text

Available in the Library?

Required Texts

"Compilers: Principles, Techniques, and Tools" by Alfred V.
Aho, Monica S. Lam, Ravi Sethi, and Jeffrey D. Ullman: Also




known as the "Dragon Book," this is a widely used textbook in
compiler design. It covers all aspects of compiler construction,
including lexical analysis, syntax analysis, semantic analysis,

code generation, and optimization.

"Principles of Compiler Design" by Alfred Aho and Jeffrey
Ullman: This book covers the fundamental concepts of
compiler design. It explains topics such as lexical analysis,

Recommended
parsing, semantic analysis, code generation, and optimization.
Texts It is suitable for students with a basic understanding of
programming languages and formal languages.
Compiler Design Tutorials by TutorialsPoint
(https://www.tutorialspoint.com/compiler design/index.htm): TutorialsPoint offers a
Websites comprehensive sgt of tutorials covering vario‘us aspects of Compiler Design. The tutorials
provide explanations, examples, and code snippets to help understand the concepts and
implementation techniques.
Grading Scheme
C’.)b,v.).” Lo
Group Grade el Marks % Definition
A - Excellent kel 90 - 100 Outstanding Performance
B - Very Good [SESRVES 80 -89 Above average with some errors
Success Group -
(50 - 100) C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory Jowgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgade 50-59 Work meets minimum criteria
Fail Group FX - Fail (Adlaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail el (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.



https://www.tutorialspoint.com/compiler_design/index.htm
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Module Information
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Module Title Computer Organization Module Delivery
Module Type Core X Theory
X] Lecture
Module Code CYBS-108 Lab
ECTS Credits 8 X Tutorial
O Practical
SWL (hr/sem) 200 O Seminar

Module Level

1

Semester of Delivery

Administering Department Type Dept. Code College Type College Code

Module Leader Riyadh Zaghlool Mahmood e-mail riyadh.zaghlool@uomosul.edu.iq
Module Leader’s Acad. Title Lecturer Module Leader’s Qualification Ph.D.
Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name Name e-mail E-mail

Scientific Committee Approval

Date Version Number 1.0
Relation with other Modules
6 AY) Al )l gall ae A8
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
Al all 3ol Calaal

1. Understanding Computer Architecture:

o Gain a comprehensive understanding of computer organization
and architecture principles.
o Understand the components and their interconnections in a
computer system.
Data Representation and Arithmetic:
o Learn various number systems and their conversions (binary,
decimal, hexadecimal).
o Understand how data is represented and manipulated in a
computer system.
o Perform arithmetic operations on binary numbers.
Memory Systems:
o Understand the organization and hierarchy of computer memory
systems.
o Learn about caching techniques and their impact on
performance.
o Study memory management and addressing techniques.
Instruction Set Architecture (ISA):
o Learn about different instruction set architectures and their
characteristics.
o Understand the components and execution of instructions.
o Analyze the relationship between ISA and machine language.
Processor Organization:
o Understand the structure and components of a processor.
o Learn about instruction pipelining and its benefits and
challenges.
o Study the design and implementation of control units.
Input/Output (I/O) Systems:
o Learn about different I/0 devices and their interfaces.
o Understand the techniques used for 1/0 data transfer.
o Study interrupt handling and DMA (Direct Memory Access).
Parallel Processing and Multiprocessor Systems:
o Understand the concepts of parallel processing and its benefits.
o Study different parallel processing architectures and their
characteristics.
o Learn about multiprocessor systems and their organization.
Performance Evaluation and Optimization:
o Learn performance metrics and evaluation techniques for
computer systems.
o Understand the factors affecting computer system performance.
o Study optimization techniques to improve system performance.
Emerging Trends and Technologies:
o Explore current and emerging trends in computer organization.
o Study new technologies and their impact on computer systems.
o Understand the challenges and opportunities in designing future
computer architectures.




Module Learning
Outcomes
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10.

11.

12.

Understand the fundamental principles of computer organization and
architecture, including the components and their interactions within a
computer system.

Demonstrate knowledge and proficiency in various number systems,
data representation, and arithmetic operations in a computer system.
Analyze and evaluate different memory systems, including cache
memory and main memory, and understand their impact on computer
performance.

Describe and interpret different instruction set architectures (ISAs),
including their components, instruction formats, and execution.
Analyze and evaluate the design and organization of processors,
including pipelining techniques and control unit implementation.
Understand the principles and techniques of input/output (1/0) systems,
including 1/O devices, interfaces, interrupts, and direct memory access
(DMA).

Discuss and evaluate parallel processing and multiprocessor systems,
including concepts of parallelism, parallel architectures, and
interconnectivity.

Apply performance evaluation techniques to measure and analyze the
performance of computer systems, and propose optimization strategies
for improving system performance.

Stay informed about current and emerging trends and technologies in
computer organization, and assess their potential impact on future
computer architectures.

Demonstrate effective problem-solving, critical thinking, and analytical
skills in the context of computer organization and architecture.
Communicate effectively, both orally and in writing, about complex
concepts and topics related to computer organization.

Work collaboratively and contribute effectively as a team member in
group projects and activities related to computer organization.

Indicative Contents

Introduction to Computer Organization:
o Basic concepts and terminology in computer organization.
o Historical development and evolution of computer architecture.
Digital Logic and Boolean Algebra:
o Binary representation and arithmetic operations.
o Logic gates, Boolean functions, and truth tables.
o Combinational and sequential logic circuits.
Data Representation and Arithmetic:
o Number systems: binary, decimal, hexadecimal.
o Signed and unsigned integer representation.
o Floating-point representation and arithmetic operations.
Central Processing Unit (CPU):
o Instruction set architecture (ISA) and machine language.
o CPU organization and components.
o Control unit, instruction fetching, and execution.
Memory Systems:
o Memory hierarchy and storage technologies.
o Cache memory organization, principles, and mapping
techniques.
o Main memory organization and addressing modes.




o Virtual memory concepts and techniques.
6. Input/Output (I/O) Systems:
o /O devices, interfaces, and data transfer methods.
o Interrupt handling and interrupt-driven 1/O.
o Direct Memory Access (DMA) and its role in data transfer.
7. Pipeline Processing:
o Instruction pipelining concepts and stages.
o Hazards and techniques for hazard detection and resolution.
o Performance metrics and improvements in pipeline processing.
8. Parallel Processing and Multiprocessor Systems:
o Concepts of parallel processing and its benefits.
o Types of parallel architectures: SIMD, MIMD, and multicore.
o Interconnection networks and communication among
Processors.
9. Performance Evaluation and Optimization:
o Performance metrics and measurement techniques.
o Bottleneck identification and performance analysis.
o Techniques for optimizing computer system performance.
10. Emerging Trends and Advanced Topics:
o Advanced topics in computer organization, such as superscalar
processors, out-of-order execution, and speculative execution.
o Emerging technologies and their impact on computer
organization, such as quantum computing and neuromorphic
computing.

Learning and Teaching Strategies
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Strategies

1. Understand the Fundamentals:

o Start by grasping the foundational concepts and principles of
computer organization, such as binary representation, digital
logic, and Boolean algebra.

o Build a strong understanding of number systems, data
representation, and arithmetic operations used in computer
systems.

2. Visualize and Diagram:

o Use visual aids, diagrams, and flowcharts to represent and
understand the structure and organization of computer
components.

o Draw diagrams to illustrate the flow of data and control signals
within a computer system, such as the CPU, memory, and 1/0
devices.

3. Hands-on Experience:

o Gain practical experience by working with computer hardware
and software. This can involve assembling computers,
configuring components, or writing low-level programs.

o Experiment with simulators or emulators to observe how
instructions are executed and how data flows through different
computer components.




4. Relate to Real-World Examples:

o Relate the concepts of computer organization to real-world
examples and applications. Understand how the principles of
computer organization are applied in everyday computing
devices.

5. Analyze and Evaluate Case Studies:

o Study and analyze case studies of actual computer architectures
and designs.

o Examine the trade-offs made in the design of different computer
systems, considering factors such as performance, power
consumption, and cost.

6. Solve Practice Problems:

o Practice solving problems related to computer organization.
This could involve analyzing and designing digital circuits,
writing assembly language programs, or optimizing system
performance.

7. Stay Updated with Current Research:

o Keep up-to-date with the latest advancements and research in
computer organization.

o Read academic papers, attend conferences, and follow industry
trends to understand emerging technologies and new approaches
to computer organization.

8. Collaborate and Discuss:

o Engage in discussions and collaborate with peers or study
groups. Share knowledge, exchange ideas, and clarify concepts
through group discussions or online forums.

9. Seek Guidance and Resources:

o Consult textbooks, online resources, and academic materials that
cover computer organization.

o Seek guidance from instructors, tutors, or professionals with
expertise in computer architecture and organization.

10. Practice Conceptual Mapping:

o Develop a conceptual map or framework to connect the different
topics and components of computer organization.

o Understand how the various concepts and components fit
together to form a cohesive computer system.
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Module Evaluation

A Al 3alal) a.us.\
Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2 and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)
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Material Covered

Week 1 Introduction to Computer Organization, Overview of computer systems and their components
Week 2 Digital Logic and Boolean Algebra,

Week 3 Data Representation and Arithmetic

Week 4 Central Processing Unit (CPU)

Week 5 Instruction set architecture (ISA) and machine language

Week 6 CPU organization and components

Week 7 | Control unit and instruction execution

Week 8 Memory Hierarchy

Week 9 Memory organization and addressing

Week 10 | Cache memory: principles, levels, and mapping techniques

Week 11 Input/Output Systems, Interrupts and DMA (Direct Memory Access), /O performance and strategies
Week 12 | pipelining and Superscalar Techniques

Week 13 Multiprocessors and Parallel Computer Architecture

Week 14 | performance Evaluation and Benchmarking

Week 15

Exam




Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week 1 8086 system archetecture

Week 2 8086 Instruction Set-1

Week 3 8086 Instruction Set-2

Week 4 8086 Instruction Set-3

Week 5 8086 Instruction Set-4

Week 6 8086 Instruction Set-5

Week 7 8086 Addressing Mode

Week 8 Memories (RAM, ROM)

Week 9 Cache Memory

Week 10 | 8086 Programming Skills

Week 11 | 8086 Programming Skills

Week 12 | 8086 I/0 unit

Week 13 Memory Mapped I/0, Isolated Input Output

Week 14 Memory/Input Output Interface

Week 15 Exam

Learning and Teaching Resources
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Text Available in the Library?

Hwang K., 1993, "Advanced Computer
Architecture: Parallelism ,Scalability and
Programmability", McGraw-Hill, Inc. ASIN:

Required Texts

7111067126.
Barry B. Brey, "The Intel Microprocessors: 8086/8088,
Recommended 80186/80188, 80286, 80386, 80486, Pentium, and Pentium
Texts Pro Processor Architecture, Programming, and Interfacing",

Pearson Education, 2010

https://www.javatpoint.com/8086-microprocessor

Websites https://www.tutorialspoint.com/microprocessor/microprocessor 8086 functional units.h

tm



https://www.javatpoint.com/8086-microprocessor
https://www.tutorialspoint.com/microprocessor/microprocessor_8086_functional_units.htm
https://www.tutorialspoint.com/microprocessor/microprocessor_8086_functional_units.htm

Grading Scheme

Group Grade sl Marks % | Definition

A - Excellent Dkl 90 - 100 Outstanding Performance

B - Very Good [SENRTEN 80 -89 Above average with some errors
(Ssugc:e:;O()iroup C - Good i 70-79 Sound work with notable errors

D - Satisfactory b e 60 - 69 Fair but with major shortcomings

E - Sufficient Jsia 50-59 Work meets minimum criteria
Fail Group FX - Fail (Aadlaal) 08) i ) | (45-49) More work required but credit awarded
(0-49) F - Fail l (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.
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Ayl Bolall loglas

Module Title Computer Architecture Module Delivery
Module Type S Theory
X
Module Code CYBS-306 ecure
ECTS Credits 4 X Tutorial
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Module Level 3 Semester of Delivery
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Module Leader Name e-mail E-mail
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Peer Reviewer Name Name e-mail E-mail
SD<Z::tific Committee Approval Version Number 1.0
Relation with other Modules
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Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
Gyl Balall Colua]

1. A comprehensive understanding of computer architecture principles,
components, and organization.

2. Proficiency in designing and evaluating computer architectures.

Knowledge of performance metrics and evaluation methods.

4. Familiarity with memory systems, input/output devices, and their
optimization

w

Module Learning
Outcomes
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Important: Write at least 6 Learning Outcomes, better to be equal to the number of

study weeks.

Students will gain a comprehensive understanding of the components that make
up a computer system, including the CPU, memory, and input/output devices.

Be able to comprehend the organization and functioning of the CPU, including
the datapath, control unit, and instruction execution. They will also understand
the design principles and characteristics of Instruction Set Architecture (ISA).

Acquire the skills to design and optimize memory hierarchies, including caches
and virtual memory systems. They will understand the trade-offs involved in
memory design and management.

will learn the principles and techniques of pipelining and understand the benefits
and challenges associated with parallel processing

: Students will develop the skills to analyze and evaluate performance metrics of
computer systems, including speed, throughput, and latency.

Student will gain knowledge of emerging trends and technologies in computer
architecture, such as multi-core and many-core architectures, heterogeneous
computing, and power-efficient design

Indicative Contents
dolé Y wlgisad!

Indicative content includes the following.

e Instruction Set Architecture (ISA): The interface between the hardware and
software of a computer system, defining the instructions that can be
executed by the processor.

e Cache Memory: A small, fast memory located closer to the processor, used to
store frequently accessed data and instructions for faster access compared to
main memory.

e Virtual Memory: A memory management technique that allows a computer

to use secondary storage (e.g., hard disk) as an extension of main memory,
providing a larger addressable space for programs.

e Input/Output (I/0): The process of transferring data between a computer and
external devices (e.g., keyboard, mouse, disk drives) for communication and
data storage.

e DMA (Direct Memory Access): A feature that allows certain devices to
transfer data directly to and from memory without involving the processor,
reducing CPU overhead.

e Address Translation: The process of converting virtual addresses to physical
addresses, performed by the memory management unit (MMU) in a
computer system.

e Page Replacement Algorithms: Policies used by the operating system to
decide which pages in virtual memory should be replaced when the available




physical memory is full.

e Cache Coherence Protocols: Algorithms and protocols used to maintain cache
coherence in multi-processor systems, ensuring that all caches observe the
same value for shared data.

Learning and Teaching Strategies

In a Computer Architecture course, effective learning and teaching strategies can be
employed to foster a comprehensive understanding of the principles and design of
computer systems. Strategies may include lectures to introduce foundational
concepts, hands-on lab sessions for practical experimentation and implementation,

Strategies . . .
case studies to analyze real-world architectures, group projects to promote
collaboration and problem-solving skills, interactive discussions to explore advanced
topics, and assessments to gauge student comprehension. These strategies aim to
provide students with a solid foundation in computer architecture, enabling them to
design and analyze efficient and high-performance computer systems.
Student Workload (SWL)
le guwl VO J O gueo Jual bl Joxd
Structured SWL (h/sem) 48 Structured SWL (h/w) 3
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Unstructured SWL (h/sem) - Unstructured SWL (h/w) 3
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Total SWL (h/sem) 100
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Module Evaluation

) . Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7




assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
Skl (£ 90l Zlgiall

Material Covered

Week1 | |ntroduction to Computer Architecture

Week 2 | Digjtal Logic and Boolean Algebra

Week 3 | cpu Organization and Instruction Set Architecture

Week4 | cpu Datapath and Control Unit

Week5 | Memory Systems

Week 6 | |nput/Output Devices and Systems

Week7 | pipelining

Week 8 | aAdvanced Pipelining and Superscalar Processors

Week 9 | Memory Hierarchy and Cache Coherence

Week 10 | parallel Processing and Vector Processing

Week 11 | power and Energy Efficiency in Computer Systems

Week 12 | Emerging Trends in Computer Architecture

Week 13 | performance Evaluation and Benchmarking

Week 14 | Quantitative Analysis and Simulation

Week 15 | Fyture Directions in Computer Architecture

Week 16 | Exam

Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week 1 Lab 1 Introduction to Assembly Language Programming

Week 2 Lab 2: Processor Simulation and Instruction Execution

Week 3 Lab 3 Memory Hierarchy and Cache Simulation

Week4 | Lab 4 Virtual Memory Simulation

Week 5 Lab 5: 1/0 Device Simulation and Interfacing

Week 6 Lab 6: Parallel Processing and Synchronization

Week 7 | Lab 7: Advanced Topics in Computer Architecture




Learning and Teaching Resources
w)xﬂ\g ‘oJaJJUQL,aA

Text

Available in the Library?

- Essentials of Computer Architecture, Second Edition, by

Required Texts No
Douglas Comer, 2017
Computer Architecture: A Quantitative Approach (The Morgan
Kaufmann Series in Computer Architecture and Design) 6th
Recommended
i Edition, by by John L. Hennessy (Author), David A. Patterson No
(Author),2017
Websites https://www.online.colostate.edu/courses/CS/CS470.dot
Grading Scheme
oyl Jalaseo
Group Grade ol Marks % | Definition
A - Excellent kel 90 - 100 Outstanding Performance
B - Very Good [SESRVES 80 -89 Above average with some errors
Success Group -
(50 - 100) C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory osgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgade 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail el (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
Laly 1 B3l ologlas

Module Title Database Secu rity Module Delivery
Module Type C Theory
[ Lecture
Module Code CYBS-309
OLab
ECTS Credits 5 Tutorial
[ Practical
Module Level 3 Semester of Delivery 2
Administering Department College
Module Leader Name e-mail E-mail
Module Leader’s Acad. Title Module Leader’s Qualification
Module Tutor Name (if available) e-mail E-mail
Peer Reviewer Name Name e-mail E-mail
ientifi . A I
SD:::tl ic Committee Approva Version Number 10

Relation with other Modules

3 Ayl Slgall ao dBall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
o)yl Balad) LBl

The module objectives of a course on database security typically include:
Understanding Database Security Fundamentals: Gain a solid understanding of the
basic principles and concepts of database security. Learn about the importance of
protecting data assets, the threats and vulnerabilities that databases face, and the
impact of security breaches.

Securing Database Access: Learn how to implement and manage secure access
controls for databases. Explore authentication and authorization mechanisms, user
management, and role-based access control (RBAC). Understand the importance of
least privilege and separation of duties in ensuring data confidentiality and integrity.
Database Encryption and Cryptography: Study encryption techniques and
cryptographic algorithms used in database security. Learn how to apply encryption at
rest and in transit to protect sensitive data from unauthorized access. Explore key
management and secure storage of cryptographic keys.

Database Auditing and Monitoring: Understand the importance of database auditing
and monitoring for detecting and responding to security incidents. Learn about audit
trails, event logging, and intrusion detection systems (IDS) specific to databases.
Explore techniques for analyzing logs and detecting suspicious activities.

Database Security Administration: Acquire knowledge and skills related to the
administration of database security. Learn how to configure security settings,
manage database privileges, and monitor user activities. Understand the role of
database administrators in ensuring the overall security posture of a database
system.

Database Backup and Recovery: Understand the significance of database backup and
recovery in the context of security. Learn how to design and implement secure
backup and recovery strategies to protect against data loss and ensure business
continuity.

Security Assessment and Vulnerability Management: Explore techniques for assessing
the security of database systems and identifying vulnerabilities. Learn how to
perform security assessments, vulnerability scanning, and penetration testing on
databases. Understand the importance of patch management and staying updated
with security patches.

Database Security Best Practices: Gain insights into industry best practices and
standards for securing databases. Learn about secure coding practices, secure
configuration management, and secure development lifecycle (SDLC) considerations
specific to databases. Understand regulatory and compliance requirements relevant
to database security.

Database Security Controls and Technologies: Study various security controls and
technologies available for enhancing database security. This may include database
activity monitoring (DAM) tools, database firewall systems, and database encryption
solutions. Understand their features, deployment considerations, and integration
with existing security infrastructure.

Database Security Incident Response: Develop skills for effectively responding to and
managing database security incidents. Learn incident response procedures, forensic
techniques for investigating database breaches, and incident handling best practices.
By achieving these module objectives, students will gain a comprehensive
understanding of database security principles, technologies, and practices, and be
equipped with the skills necessary to design, implement, and manage secure
database systems.

Top of Form




Module Learning
Outcomes

8ol edaddl Ol y3e0
Aoy

The module learning outcomes for a course on database security may include:
Knowledge and Understanding: Gain a deep understanding of the fundamental
concepts, principles, and theories related to database security. Develop knowledge of
the various threats, vulnerabilities, and risks that databases face, as well as the
techniques and technologies used to mitigate those risks.

Application of Security Measures: Apply appropriate security measures and controls
to protect databases from unauthorized access, data breaches, and other security
threats. Demonstrate the ability to implement access controls, encryption
mechanisms, and secure configuration settings to safeguard data integrity and
confidentiality.

Security Assessment and Risk Management: Perform security assessments,
vulnerability scans, and risk analyses to identify potential weaknesses in database
systems. Utilize industry-standard tools and methodologies to assess security risks
and implement effective risk management strategies.

Secure Access Control Implementation: Design and implement robust access control
mechanisms for databases, including authentication, authorization, and privilege
management. Demonstrate proficiency in implementing role-based access control
(RBAC) and enforcing the principle of least privilege.

Data Protection and Encryption: Apply encryption techniques to protect sensitive
data at rest and in transit. Understand different encryption algorithms, key
management strategies, and cryptographic protocols used in database security.
Implement encryption measures to ensure data confidentiality and integrity.
Security Incident Detection and Response: Develop skills in detecting and responding
to security incidents in database systems. Demonstrate the ability to monitor and
analyze audit logs, use intrusion detection systems (IDS), and employ incident
response procedures to mitigate the impact of security breaches.

Compliance and Regulatory Compliance: Understand the regulatory and compliance
requirements related to database security, such as data protection laws, industry
standards, and privacy regulations. Ensure compliance with relevant regulations and
demonstrate an understanding of the legal and ethical implications of database
security.

Secure Database Administration: Demonstrate proficiency in secure database
administration practices, including user management, privilege management, and
secure configuration management. Understand the responsibilities of database
administrators in maintaining the security of database systems.

Secure Database Backup and Recovery: Implement secure backup and recovery
strategies for databases to ensure data availability and business continuity.
Understand the importance of data backups, backup encryption, and recovery
procedures in database security.

Critical Thinking and Problem Solving: Apply critical thinking skills to analyze complex
database security issues and propose effective solutions. Develop problem-solving
abilities to address security challenges in database systems and make informed
decisions to mitigate risks.

By achieving these module learning outcomes, students will be equipped with the
necessary knowledge, skills, and abilities to design, implement, and manage secure
database systems, ensuring the confidentiality, integrity, and availability of data

Indicative Contents
dolin Y wlgisad|

The indicative contents of a course on database security may include:
Introduction to Database Security

Importance of database security

Key concepts and terminology

Common security threats and vulnerabilities in databases




Access Control and Authentication

User authentication and authorization

Role-based access control (RBAC)

Access control models and policies

Granular access control mechanisms

Encryption and Cryptography in Databases

Encryption algorithms and techniques

Encryption at rest and in transit

Key management and secure key storage

Database encryption best practices

Secure Database Design and Configuration

Secure database architecture

Secure configuration settings

Secure storage and transmission of data

Secure coding practices for database applications
Database Auditing and Monitoring

Database audit trails and logs

Database activity monitoring (DAM)

Intrusion detection and prevention in databases

Database security monitoring tools and techniques
Database Backup and Recovery

Database backup strategies and mechanisms

Secure storage and transmission of backups

Backup encryption and integrity verification

Database recovery procedures and practices

Database Security Assessment and Vulnerability Management
Security assessment methodologies

Vulnerability scanning and assessment tools

Penetration testing of databases

Patch management and vulnerability remediation

Data Privacy and Regulatory Compliance

Data protection regulations and laws

Privacy considerations in database security

Compliance frameworks and standards (e.g., GDPR, HIPAA)
Best practices for ensuring data privacy and compliance
Database Security Incident Response

Incident response planning and procedures

Detection and analysis of database security incidents
Incident containment and mitigation strategies

Forensic techniques for investigating database breaches
Emerging Trends in Database Security

Cloud database security

Big data security considerations

Mobile database security

Internet of Things (IoT) and database security

These indicative contents provide a broad overview of the topics typically covered in
a database security course. The actual content and depth of coverage may vary
depending on the specific course, curriculum, and instructor.
Top of Form




Learning and Teaching Strategies
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Strategies

Strategies for implementing effective database security include:

Access Control: Implement strong access control mechanisms to restrict
unauthorized access to the database. This involves enforcing strong authentication
mechanisms, such as usernames and passwords, and using techniques like role-based
access control (RBAC) to assign appropriate privileges to users based on their roles
and responsibilities.

Encryption: Utilize encryption techniques to protect sensitive data stored in the
database. This includes encrypting data at rest (stored on disk or in backups) and
data in transit (transmitted over networks) to ensure confidentiality. Encryption
should be applied to both the data itself and sensitive information such as credentials
and encryption keys.

Secure Database Design: Follow secure design principles when creating the database
schema and defining data structures. This includes implementing proper
normalization, adhering to the principle of least privilege by assigning minimal access
rights to users, and carefully defining table relationships to avoid vulnerabilities like
SQL injection.

Regular Patching and Updates: Keep the database software and associated tools up
to date by applying security patches and updates. Vendors regularly release patches
to address vulnerabilities and improve security. Regularly updating the database
software reduces the risk of known exploits being used to compromise the system.
Database Activity Monitoring: Deploy monitoring tools and techniques to track and
analyze database activity. This includes logging and auditing user activities, detecting
anomalies, and generating alerts for suspicious behavior. Monitoring can help
identify potential security breaches and support incident response efforts.

Backup and Recovery: Implement robust backup and recovery strategies to ensure
the availability and integrity of data. Regularly back up the database and store
backups securely, separate from the production environment. Test backup
restoration procedures periodically to ensure data can be recovered in case of data
loss or system compromise.

Security Awareness and Training: Educate database administrators, developers, and
users about security best practices and potential risks. This includes training on
secure coding practices, data handling procedures, and awareness of social
engineering attacks. Regular training helps maintain a security-conscious culture and
reduces the likelihood of security breaches due to human error.

Vulnerability Assessment and Penetration Testing: Conduct regular vulnerability
assessments and penetration testing to identify weaknesses in the database system.
This involves using automated tools and manual techniques to identify vulnerabilities
and assess the effectiveness of security controls. Remediate identified vulnerabilities
to strengthen the security posture.

Compliance and Regulatory Considerations: Understand and comply with relevant
data protection regulations, industry standards, and organizational policies. This may
include adhering to requirements such as the General Data Protection Regulation
(GDPR), Payment Card Industry Data Security Standard (PCI DSS), or specific industry-
specific regulations. Compliance ensures the database security measures align with
legal and regulatory obligations.

Incident Response Planning: Develop a comprehensive incident response plan that
outlines the steps to be taken in the event of a security breach or incident. The plan
should include procedures for containment, investigation, communication, and
recovery. Regularly review and test the incident response plan to ensure its
effectiveness.




By implementing these strategies, organizations can enhance the security of their
databases and protect sensitive data from unauthorized access, integrity issues, and
other security threats. It is important to customize these strategies based on specific
organizational requirements, industry best practices, and emerging security threats.
Top of Form

Student Workload (SWL)
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Structured SWL (h/sem) 63 Structured SWL (h/w) A
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Unstructured SWL (h/sem) 62 Unstructured SWL (h/w) 4
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Module Evaluation
duwly ) B3Le) unds
Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
Syl L",cw}’\ EL@J.QJ\

Material Covered

Week 1

Introduction to Database Security

Week 2

Database Access Control




Week3 | Encryption and Cryptographic Techniques
Week4 | Data Integrity and Consistency
Week5 | SQL Injection and Web Application Security
Week6 | Database Firewalls and Intrusion Detection Systems
Week7 | Database Auditing and Monitoring
Week8 | Secure Database Design
Week9 | Security Assessment and Vulnerability Management
Week 10 | Database Backup and Recovery
Week 11 | Database Security Policies and Compliance
Week 12 | Database Security in the Cloud
Week 13 | Emerging Trends in Database Security
Week 14 | Case Studies and Best Practices
Week 15 | Final Project Presentations and Review
Week 16 | Exam
Delivery Plan (Weekly Lab. Syllabus)
el (£ 90 zlgiall
Material Covered
Week 1
Week 2
Week 3
Week 4
Week 5
Week 6
Week 7

Learning and Teaching Resources
w).ullg PJa.'&JU.)L,a.A

Text Available in the Library?




Required Texts ”Datab_asfej Security and Auditing: P.rotecting Data Integrity and
Accessibility" by Hassan A. Afyouni.
atabase Security: Concepts, Approaches, an allenges" by
Recommended "Database Security: C A h d Chall "b
Texts Bhavani Thuraisingham.
Oracle Database Security - www.oracle.com/database/security: Oracle's official website
offers a dedicated section on database security, providing comprehensive information on
. various security features and best practices for Oracle Database. It includes whitepapers,
Websites . . . . o
case studies, and documentation on topics like encryption, access control, auditing, and
secure configuration.
Grading Scheme
Slomy) lalases
Group Grade el Marks % | Definition
A - Excellent kel 90 - 100 Outstanding Performance
B - Very Good [NESNVES 80 -89 Above average with some errors
Success Group -
(50 - 100) C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory Jawgie 60 - 69 Fair but with major shortcomings
E - Sufficient Jgade 50-59 Work meets minimum criteria
Fail Group FX - Fail (Adlaadl 08) Cwsly | (45-49) More work required but credit awarded
(0-49) F - Fail el (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.



http://www.oracle.com/database/security

MODULE DESCRIPTION FORM
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Module Information
Laly 1 B3l ologlas

Module Title Discrete structures (2) Module Delivery
Module Type S Theory
Module Code CYBS-110 B Lecture
ECTS Credits 4 X Tutorial

Practical
SWL (hr/sem) 100 Seminar
Module Level 1 Semester of Delivery 2
Administering Department CybS College CSM
Module Leader Susan Hassan Mohammad e-mail Susan.al-hakam@uomosul.edu.ig
Module Leader’s Acad. Title Lecturer Module Leader’s Qualification Ph.D.
Module Tutor Susan Hassan Mohammad e-mail Susan.al-hakam@uomosul.edu.ig
Peer Reviewer Name e-mail E-mail
IS)cai:a(-r:tific Committee Approval Version Number

Relation with other Modules

31 Ayl Slgall ao dBMall

Prerequisite module

None

Semester

Co-requisites module

None

Semester



mailto:Susan.al-hakam@uomosul.edu.iq
mailto:Susan.al-hakam@uomosul.edu.iq

Module Aims, Learning Outcomes and Indicative Contents
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1. The course aims to study discrete structures in terms of the use of algebraic
laws.

Module Objectives Studying the Graphs and Trees

. o To reach an easy and clear way for students
EWRIRUE N REIRYY y y

To solve all material issues related to discontinuous structures.
In addition to studying quantifiers and predicates logic

I A

Studying the different groups, theories and schemes so that the student can
solve the duties required of him and the exercises with simplicity, ease and
clarity.

1. Learn how to solve algebraic laws, groups and Venn diagrams correctly,
efficiently and clearly

2. The subjects studied in discrete structures are either definite or indefinite.
The term finite structures is sometimes used to refer to fields of discrete

Module Learning

mathematics that deal with finite groups,
Outcomes o _
3. especially in fields of business relevance.

4. Discrete mathematical structures have gained wide importance over the
alel) @laidl Ol y3en

recent decades due to their wide applications in computer science.
Ayl

5. Discrete mathematics terms and notations are useful for studying and
expressing problems of objects in computer programming and algorithms.

6. Some branches of discrete mathematics are also useful in studying some
business and economic issues.

The course aims to study discontinuous structures in terms of the use of algebraic
laws, diagrams and shapes to reach an easy and clear way for students to solve all
Indicative Contents issues related to the subject of discontinuous structures.

dolin Y wlgisal! In addition to studying quantifiers and predicates logic and studying different
groups, theories and schemes so that the student can solve the duties required of

him and the exercises with simplicity, ease and clarity.

Learning and Teaching Strategies

oty el bl

Discrete structures is the study of mathematical structures that are essentially
discontinuous, in the sense that they do not require the presence of the adjective of
communication and do not require it in order to study this subject.

Strategies Most of the topics studied in discrete mathematics are related to countable sets (a
completely different concept from finite sets), an example of which is the set of
integers.

Discrete mathematics has gained wide importance in recent decades due to its wide




applications in computer science. Discrete mathematics terms and notations are
useful for studying and expressing objects in computer programming and algorithms.
Some branches of discrete mathematics are also useful in studying some business

and economic issues.

Student Workload (SWL)
L gl 103 Cgummo Llall gulyll] Ja!

Structured SWL (h/sem) 48 Structured SWL (h/w) 3
el s CIlall elaziedl (golyldl Josdd! e gueanl Ual) @laiiall gyl Joell

Unstructured SWL (h/sem) - Unstructured SWL (h/w) 3
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Total SWL (h/sem)

diadd! I CIUall (S gyl Josndl 100
Module Evaluation
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Time/Number Weight (Marks) Week Due Relevant Learning
Outcome

Quizzes 2 10% (10) 5and 10 LO : 1,4
Formative Assignments 2 10% (10) 2 and 12 LO:1,2,5
assessment Projects

Report 2 20% (20) 6,12 1,2,3,4,5,6
Summative Midterm Exam 2hr 10% (10) 7
assessment Final Exam 3hr 50% (50) 16
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
Gl (£ 90l zlgiall

Material Covered

Week 1 Definition of proofs
Week 2 Ordered structures
Week 3 Introduction to trees
Week 4 Tree traversal




Week 5 Relations
Week 6 Functions
Week 7 Map function
Week 8 Definition of strings
Week 9 Definition of lists
Week 10 | Simple Ciphers
Week 11 | Hash function
Week 12 | Introduction to Bijection
Week 13 | review of previous subjects and Mid-semester exam
Week 14 | Geometric and Logical model
Week 15 | Semigroup
Week 16 | Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1 N.A
Week 2 N.A
Week 3 N.A
Week 4 N.A
Week 5 N.A
Week 6 N.A
Week 7 N.A
Learning and Teaching Resources
owydlly ol jslas
Text Available in the Library?
Required Texts Discrete Mathematics and Its Applications_7th_Edition Yes
Recommended Foreman, M., Akihiro Kanamori, eds. Handbook of Set .
Texts Theory. 3 vols., 2010. Each chapter surveys some °
aspect of contemporary research in set theory. Does



https://www.marefa.org/w/index.php?title=Matthew_Foreman&action=edit&redlink=1
https://www.marefa.org/w/index.php?title=Matthew_Foreman&action=edit&redlink=1
https://www.marefa.org/w/index.php?title=Akihiro_Kanamori&action=edit&redlink=1
http://www.tau.ac.il/~rinot/host.html
http://www.tau.ac.il/~rinot/host.html

not cover established elementary set theory.

Websites
Grading Scheme
Ol alaso

Group Grade il Marks % | Definition

A - Excellent Sl 90 - 100 Outstanding Performance

B - Very Good [NESNVES 80 -89 Above average with some errors
(S:(;:(ielsgot)iroup C - Good NVES 70-79 Sound work with notable errors

D - Satisfactory asgio 60 - 69 Fair but with major shortcomings

E - Sufficient Jgade 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl u8) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail Cwel)y (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.
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Module Information
Laly 1 B3l ologlas

Module Title Discrete structures (1) Module Delivery
Module Type S Theory
Module Code CYBS-102 alt.,ecture
ECTS Credits 4 X Tutorial
Practical
SWL (hr/sem) 100 Seminar
Module Level 1 Semester of Delivery 1
Administering Department Cyber Security College Computer science and mathematics
Module Leader Dr.karam hatim Thanoon e-mail karamhatim@uomosul.edu.iq

Module Leader’s Acad. Title

Assistant prof

Module Leader’s Qualification

PHD

Module Tutor

Name (if available)

e-mail E-mail

Peer Reviewer Name

Name

e-mail E-mail

Scientific Committee Approval
Date

Version Number

Relation with other Modules

3 Ayl Slgall ao d3all

Prerequisite module None

Semester

None

Co-requisites module

Semester




Module Aims, Learning Outcomes and Indicative Contents
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1. The course aims to study discrete structures in terms of the use of algebraic
laws.
2. Charts and shapes
Module Objectives 3. Toreach an easy and clear way for students
Gyl Baladl Colual 4. To solve all material issues related to discontinuous structures.
5. Inaddition to studying quantifiers and predicates logic
6. Studying the different groups, theories and schemes so that the student can
solve the duties required of him and the exercises with simplicity, ease and

clarity.

1. Learn how to solve algebraic laws, groups and Venn diagrams correctly,
efficiently and clearly
2. The subjects studied in discrete structures are either definite or indefinite.

Module Learning The term finite structures is sometimes used to refer to fields of discrete

mathematics that deal with finite groups,
Outcomes group

3. especially in fields of business relevance.

Discrete mathematical structures have gained wide importance over the
83l @daddl Ol y3e0
Ayl

recent decades due to their wide applications in computer science.
5. Discrete mathematics terms and notations are useful for studying and
expressing problems of objects in computer programming and algorithms.
6. Some branches of discrete mathematics are also useful in studying some
business and economic issues.

The course aims to study discontinuous structures in terms of the use of algebraic
laws, diagrams and shapes to reach an easy and clear way for students to solve all
Indicative Contents issues related to the subject of discontinuous structures.

dolin Y wlgisal! In addition to studying quantifiers and predicates logic and studying different

groups, theories and schemes so that the student can solve the duties required of

him and the exercises with simplicity, ease and clarity.

Learning and Teaching Strategies

oddailly elal ol el

Discrete structures is the study of mathematical structures that are essentially

discontinuous, in the sense that they do not require the presence of the adjective of

. communication and do not require it in order to study this subject.

Strategies . T .
Most of the topics studied in discrete mathematics are related to countable sets (a

completely different concept from finite sets), an example of which is the set of

integers.




Discrete mathematics has gained wide importance in recent decades due to its wide
applications in computer science. Discrete mathematics terms and notations are
useful for studying and expressing objects in computer programming and algorithms.
Some branches of discrete mathematics are also useful in studying some business
and economic issues.

Student Workload (SWL)
L gl 10 J gnma CIUall gyl Jazell

Structured SWL (h/sem) 18 Structured SWL (h/w) 3
)l s CIlall elaziedl (golyldl Josdd! e gueanl Ual) @laiiall gyl Josell

Unstructured SWL (h/sem) 5 Unstructured SWL (h/w) 3
el M LIl elaziedl e gelyldl Josdd! b gl JUal) elaiiall s byl Jomrll

Total SWL (h/sem)
o] I CIlall S guwhld] Jazxdl

100

Module Evaluation

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome

Quizzes 2 10% (10) 5and 10
Formative Assignments 2 10% (10) 2and 12
assessment Projects 1 10% (10) Continuous

Report 1 10% (10) 13
Summative Midterm Exam 2hr 10% (10) 7
assessment Final Exam 3hr 50% (50) 16
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Week 1 Definition to discrete structure
Biconditional statement,

Week 2
Type of statements

Week 3 Algebra of propositions

Week 4 Laws of Algebra propositions

Week 5 Define of Predicates logic

Week 6 Define of quantifiers and examples

Week 7 Sets theory

Week 8 Type of set operation

Week 9 Venn diagram in details

Week 10 | Laws of set operation and type

Week 11 | Define of Cartesian product

Week 12 | types of relations

Week 13 | Graphs of relation, construct the relation

Week 14 | How to solve laws of relations

Week 15 | Other approaches to computability

Week 16 | Preparatory week before the final Exam

Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week 1 N.A

Week 2 N.A

Week 3 N.A

Week 4 N.A

Week 5 N.A

Week 6 N.A

Week 7 N.A




Learning and Teaching Resources
w)xﬂ\g ‘oJaJJUQL,aA

Text Available in the Library?
Required Texts Discrete Mathematics and Its Applications_7th_Edition Yes
Foreman, M., Akihiro Kanamori, eds. Handbook of Set
Recommended
Theory. 3 vols., 2010. Each chapter surveys some No
Texts
aspect of contemporary research in set theory. Does
not cover established elementary set theory.
Websites
Grading Scheme
Sl Jalaseo
Group Grade il Marks % | Definition
A - Excellent kel 90 - 100 Outstanding Performance
s G B - Very Good [SENVES 80 -89 Above average with some errors
(:(;:fe:go) roup C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory osgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgade 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwsly | (45-49) More work required but credit awarded
(0-49) F - Fail Cawel)y (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.



https://www.marefa.org/w/index.php?title=Matthew_Foreman&action=edit&redlink=1
https://www.marefa.org/w/index.php?title=Matthew_Foreman&action=edit&redlink=1
https://www.marefa.org/w/index.php?title=Akihiro_Kanamori&action=edit&redlink=1
http://www.tau.ac.il/~rinot/host.html
http://www.tau.ac.il/~rinot/host.html

MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title English Language (1) Module Delivery
Module Type S O Theory
Lect
Module Code CYBS-106 ecture
O Lab
ECTS Credits 2 [ Tutorial
OPractical
SWL (hr/sem) 50 O Seminar
Module Level 1 Semester of Delivery 1
Administering Department College
Module Leader | Oday hashim e-mail @uomosul.edu.iq

Module Leader’s Acad. Title

Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name

Name e-mail E-mail

Scientific Committee Approval

Date Version Number 1.0
Relation with other Modules
3 dslyll Slgall ao A3l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents

LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
Gyl 8oLl Colua]

To Develop English skills by listening and writing .
Learning English and conversation training
Conversations in English in the field of computers (Information Technology).

P wnN e

The student receives all the information about the computer and at the same

time learns and trains the correct pronunciation in this language.

5. conversations between students about everything related to Information
Technology.

6. Obtain English skill support high level of graduate .

Module Learning
Outcomes

8ol @daddl Ol y3e0
wslyl)l

Important: Write at least 6 Learning Outcomes, better to be equal to the number of
study weeks.
1. Learning English and conversation training.

2. Listening and writing in English language.

3. Basic information about Information Technology (IT).

4. Learns and trains the correct pronunciation in this language.

5. Learn and write common sentences in the English language.

6. Learn to write words that end or start with the same syllable in the English
language.

7. Learn about job interviews.

8. Learn personal presentation in English language.

Indicative Contents
doli Y wlgisad!

Unit 5: E-commerce companies [8hrs]

E-commerce companies: listening, writing, reading, speaking and vocabulary.
E-commerce features: listening, writing, language, speaking and vocabulary.
Transaction security: listening, writing, language, speaking and vocabulary.
Online transaction: listening, writing, language, speaking and vocabulary.

Unit 6: Network systems [8hrs]

Types of network: describe networks and make recommendations.

Networking hardware: listening, writing, language, speaking and vocabulary.
Talking about the past: listening, writing, language, speaking and vocabulary.
Network range and speed: listening, writing, language, speaking and vocabulary.

Unit 7: IT support [8hrs]

Fault diagnosis: talk about results of an action, language, speaking and vocabulary.
Software repair: listening, writing, language, speaking and vocabulary.

Hardware repair: listening, writing, language, speaking and vocabulary.

Customer service: explain the use of things. listening, writing and vocabulary.

Unit 8: IT security and safety [8hrs]

Security solutions: listening, writing, language, speaking and vocabulary.
Workstation health and safety: listening, writing, language, speaking and vocabulary.
Security procedures: listening, writing, language, speaking and vocabulary.
Reporting incidents: listening, writing, language, speaking and vocabulary.




Learning and Teaching Strategies

oty el ol

Strategies

The main strategy that will be adopted in the delivery of this units are to encourage

students to participate in writing and reading exercises, while improving their

listening skills. This will be achieved through student interaction in class and

completion of daily assignments (homework).

Student Workload (SWL)
e guanl 10 J gunen clall gyl Jasell

Structured SWL (h/sem) 3 Structured SWL (h/w) 5
el s CIlall elaziedl (gelyldl Josdd! e gueanl Ul @laiiall gyl Josell

Unstructured SWL (h/sem) 18 Unstructured SWL (h/w) 1
il I3 LIl elaziedl e gelyldl Josdd! b gl JUall elaiiall s byl Jomrll

Total SWL (h/sem)

Gt M3 LIl L?J&J\ bl Jomxdl >0
Module Evaluation
duwlydd) B3Le) unds
Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)
Syl £ gl Zlghol!

Material Covered

Week 1 E-commerce companies +listening, speaking and vocabulary.
Week 2 E-commerce features + listening, writing, language and vocabulary.
Week 3 Transaction security + listening, writing, language and speaking.
Week 4 Online transaction + listening, writing, language, speaking and vocabulary
Week 5 Types of network /describe networks and make recommendations.
Week 6 Networking hardware + listening, writing, language, speaking and vocabulary.
Week 7 Talking about the past + listening, writing, language, speaking and vocabulary.
Week 8 Network range and speed + listening, writing, language, speaking and vocabulary.
Week 9 Fault diagnosis + talk about results of an action, language, speaking and vocabulary.
Week 10 | software repair + listening, writing, language, speaking and vocabulary.
Week 11 | Hardware repair + listening, writing, language, speaking and vocabulary.
Week 12 Customer service/ explain the use of things + listening, writing and vocabulary.
Week 13 Security solutions: listening, writing, language, speaking and vocabulary.
Week 14 Workstation health and safety: listening, writing, language, speaking and vocabulary.
Week 15 Security procedures + Reporting incidents/ listening, writing, language, speaking and vocabulary.
Week 16 Exam

Delivery Plan (Weekly Lab. Syllabus)

hasd G)las Jes dzp Y 1 sl (£ o)l il
Material Covered

Week 1 N. A
Week 2 N. A
Week 3 N. A
Week 4 N. A
Week 5 N. A
Week 6 N. A
Week 7 N. A




Learning and Teaching Resources
w)xﬂ\g ‘oJaJJUQL,aA

Text Available in the Library?

. English for information technology , 1 vocational English,
Required Texts ) o . ) ] Yes
course book, Maja Olejniczak, series editor David Bonamy.

Recommended
Texts
Websites https://www.youtube.com/watch?v=WOVu22J sN8 Book 1 Audio CD
Grading Scheme
lomydl Jalaseo
Group Grade sl Marks % | Definition
A - Excellent Sl 90 - 100 Outstanding Performance
B - Very Good BEevE 80 -89 Above average with some errors
(S:(;:(ielsgo()iroup C - Good NVes 70-79 Sound work with notable errors
D - Satisfactory osgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.



https://www.youtube.com/watch?v=WOVu22J_sN8

MODULE DESCRIPTION FORM
dawy 1 8oLl Cano g 73900

Module Information
daly ! B3l ologlas

Module Title Information Security Principles Module Delivery
Module Type Core Theory
Module Code CYBS-104 ecure
ECTS Credits 5 X Tutorial
O Practical
SWL (hr/sem) 125 O Seminar
Module Level 1 Semester of Delivery 1
Administering Department Type Dept. Code College Type College Code
Module Leader Ahmed Sami Nori e-mail Ahmed.s.nori@uomosul.edu.ig
Module Leader’s Acad. Title Assistant Professor Module Leader’s Qualification Ph.D.
Module Tutor Name (if available) e-mail E-mail
Peer Reviewer Name Name e-mail E-mail
SDt;:::tific Committee Approval Version Number 1.0
Relation with other Modules
3! Ayl sl gall ao A8l
Prerequisite module None Semester
Co-requisites module None Semester



mailto:Ahmed.s.nori@uomosul.edu.iq

Module Aims, Learning Outcomes and Indicative Contents
LaliyYl Olgisally phatll 5L g Ayl B3l LIl

Module Objectives
Gyl Baledl Colual

1.

Confidentiality: Ensure that data is accessible only to authorized individuals
or entities, protecting it from unauthorized access or disclosure.

Integrity: Maintain the accuracy, consistency, and trustworthiness of data by
preventing unauthorized modifications, corruption, or tampering.
Availability: Ensure that data is accessible and usable by authorized users
when needed, avoiding disruptions or downtime that could hinder
productivity.

Authentication: Verify the identity of individuals or systems accessing data to
prevent unauthorized access and protect against identity theft or
impersonation.

Auditing and Accountability: Establish mechanisms to track and monitor data
access, modifications, and user activities, enabling traceability, investigation,
and accountability in case of security incidents or breaches.

Module Learning
Outcomes

53lall @ladl Sl e
WY

P wnN e

Understand the key principles and concepts of data security.

Identify and assess potential risks to data security.

Apply appropriate measures to protect data confidentiality and integrity.
Implement authentication and access control mechanisms to ensure
authorized data access.

Develop strategies for ensuring data availability and preventing downtime or
disruptions.

Demonstrate knowledge of auditing and accountability practices to track and
monitor data access.

Comply with legal and regulatory requirements related to data security.

Indicative Contents
dolin Y wlgisad!

Threat landscape: Overview of common threats and vulnerabilities in data
security.

Risk assessment: Understanding and conducting risk assessments to identify
potential security risks.

Encryption and data protection: Exploring encryption techniques and
methods to safeguard data.

Access control: Implementing access control mechanisms to regulate data
access based on user roles and permissions.

Security policies and procedures: Developing and implementing data security
policies and procedures.

Incident response: Understanding incident response protocols to effectively
address and mitigate data security incidents.

Compliance and legal considerations: Familiarity with relevant regulations

and standards pertaining to data security.




Learning and Teaching Strategies

oty alatl ol

Strategies

e Defense in depth: Implement multiple layers of security controls to
create a comprehensive and resilient defense strategy.

e Regular updates and patch management: Keep software and systems up
to date with the latest security patches and updates to address known
vulnerabilities.

e Employee training and awareness: Educate and train employees on data
security best practices and the importance of maintaining strong
security measures.

e Data classification and protection: Classify data based on its sensitivity
and apply appropriate protection measures, such as encryption or access
controls.

Student Workload (SWL)
L.Cy.w' Vol O g g,JUaJJ stbu\J\ Je=d

Structured SWL (h/sem) 63 Structured SWL (h/w) 3
! I Il elasiall bl Josxdl b gend CUall elaiiall (bl ol

Unstructured SWL (h/sem) 62 Unstructured SWL (h/w) 1
i)l U5 Ilall plasiall pe gl oo Le gl CUall @latiall 2 oyl Jandl

Total SWL (h/sem)

o)) I3 Il S guhll Jo! 125

Module Evaluation

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Week 1 Introduction, Basic Security Concepts
Week 2 (Cryptosystem), Components of the Cryptographic System
Week 3 Encryption Algorithms Traditional Transposition
Week 4 Monoalphabetic Substitution, Cipher Systems
Week5 | Homophonic Substitution Cipher Systems
Week6 | polyalphabetic Substitution Cipher Systems
Week7 | One-Time Pad and Stream Ciphers
Week 8 | \athematical Background
Week9 | pyplic key Cryptography and RSA
Week 10 | B|ock Ciphers
Week 11 | security Mechanisms, Authentication
Week 12 | Fjrewall Concept
Week 13 | Definitions about Viruses, Hackers, Attacks
Week 14 | Network Security
Week 15 | Exam
Week 16 | Exam
Delivery Plan (Weekly Lab. Syllabus)
el £ 90d] Zlgiel!
Material Covered
Week1 | | anguage Principles
Week2 | | anguage Definitions for Cryptosystem
Week3 | programs for: Transposition Methods
Week 4 Programs for: Monoalphabetic Substitution Methods
Week 5 | programs for: Homophonic Substitution Methods
Week 6 | programs for: Polyalphabetic Substitution Methods
Week7 | programs for: LFSR and NLFSR
Week 8 | programs for: Prime, GCD, Inverse
Week9 | programs for: RSA Algorithm Steps
Week 10 | programs for: DES Algorithm Steps
Week 11 | programs for: Authentication Steps
Week 12

Programs for: Some Applications




Learning and Teaching Resources
w)u\.ﬁ\g M\)Qw

Text Available in the Library?

. "Principles of Information Security" by Michael E. Whitman
Required Texts o Yes
and Herbert J. Mattord (Latest edition - 2018)

Recommended "Cryptography and Network Security: Principles and
Texts Practice" by William Stallings (Latest edition - 2020) No
Websites https://
Grading Scheme
oyl Jalaseo
Group Grade il Marks % | Definition
A - Excellent Sl 90 - 100 Outstanding Performance
B - Very Good I due 80 -89 Above average with some errors
(S:(;:tielsgoG)roup C - Good NVes 70-79 Sound work with notable errors
D - Satisfactory Jowgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgstn 50-59 Work meets minimum criteria
Fail Group FX - Fail (A laadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a mark
of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT to
condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the automatic
rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
:Lb.n\‘).ﬂ\ R\ Q\A}S&A

Module Title Logic Design Fundamentals Module Delivery
Module Type Core X Theory
X] Lecture
Module Code CYBS-103 Lab
ECTS Credits 8 X Tutorial
O Practical
SWL (hr/sem) 200 O Seminar

Module Level

1

Semester of Delivery

Administering Department Type Dept. Code College Type College Code

Module Leader Riyadh Zaghlool Mahmood e-mail riyadh.zaghlool@uomosul.edu.iq
Module Leader’s Acad. Title Lecturer Module Leader’s Qualification Ph.D.
Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name Name e-mail E-mail

Scientific Committee Approval

Date

Version Number 1.0

Relation with other Modules

6 AY) Al )l gall ae A8

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
45 Y1 il ginall g alail) il g A all salall Calaa

Module Objectives
Al all 3oLl Calaal

1.

Understanding Digital Systems: Learn and understand the core principles of
digital systems and how they function.

Binary Logic Mastery: Gain a clear understanding of binary logic and how it
forms the basis for digital computing and design.

Comprehension of Logic Gates: Understand the functioning of basic logic
gates (AND, OR, NOT) and more complex gates (NAND, NOR, XOR, XNOR), as
well as how to combine these gates to create digital circuits.

Boolean Algebra Proficiency: Develop a strong understanding of Boolean
algebra, including how to simplify Boolean expressions and how these
expressions are used in logic design.

Sequential and Combinational Logic: Learn the difference between
sequential and combinational logic, and how to design circuits using each
type of logic.

Logic Minimization Techniques: Understand and apply logic minimization
techniques, such as Karnaugh maps and Quine-McCluskey method, to
simplify logic designs.

Design and Analysis: Gain the ability to design and analyze various types of
digital circuits, including adders, multiplexers, decoders, memory units, and
more.

Understanding of Flip Flops and Memory Elements: Develop a
comprehension of various types of flip-flops and memory elements, and
understand their use in creating larger systems such as registers and
counters.

Problem-Solving Skills: Enhance problem-solving skills, critical thinking, and
creativity in the context of digital logic design.

Module Learning
Outcomes

a5l salall lesl) s e

Understanding Fundamental Concepts: The students will have a firm grasp of
binary systems, digital signals, logic gates, and Boolean algebra.

Proficiency in Logic Minimization Techniques: Students will know how to use
Karnaugh maps and Quine-McCluskey method to simplify logic circuits.
Hands-On Experience: Students will gain practical experience in
implementing logic circuits, either physically with electronic components or
virtually using design and simulation software.

Knowledge of Different Logic Families: Students will learn about different

logic families (like TTL, CMOS), their characteristics, and the advantages and
disadvantages of each.

Design and Analysis of Logic Circuits: Students will be able to design and
analyze combinational and sequential circuits. This includes basic gates,
adders, multiplexers, decoders, and other digital circuits.

Problem-Solving Skills: Students will develop strong problem-solving skills,
allowing them to tackle complex logic design problems effectively.
Understanding of Memory Elements: Students will understand the operation
of different types of flip-flops, latches, and other memory elements. They will
also know how these elements are used to design registers, counters, and
more complex memory structures.

Ability to Work in Teams: If collaborative projects are included in the course,
students will gain experience in working as part of a team to design and
implement complex logic circuits.

Relating Theory to Practice: Students will be able to relate theoretical
concepts to practical real-world applications, recognizing the significance and




10.

utility of logic design in various technological applications.
Understanding of Timing Issues: Students will understand timing issues in
digital circuits, including setup and hold times for flip-flops, and how to
design circuits that meet timing requirements.

Indicative Contents
Goala ) il gial)

10.

Introduction to Digital Systems: Discussion of what digital systems are and
how they function, including basics of analog vs digital signals.

Binary Systems and Codes: Understanding of binary numbers, binary
arithmetic, binary codes like Gray Code, BCD, etc.

Logic Gates and Circuits: Introduction to basic logic gates (AND, OR, NOT),
universal gates (NAND, NOR), and more complex gates (XOR, XNOR).
Boolean Algebra and Logic Simplification: An in-depth look at Boolean
algebra, its laws and rules, and its application to logic design. Techniques for
logic simplification, such as De Morgan's laws and Karnaugh maps, would also
be included.

Combinational Logic Circuits: Study of combinational logic design, including
adders, subtractors, multiplexers, decoders, and encoders.

Sequential Logic Circuits: Discussion of sequential logic, flip-flops, latches,
counters, and registers.

Memory and Programmable Logic Devices: Examination of memory units,
memory organization, and devices like Read-Only Memory (ROM),
Programmable Read-Only Memory (PROM), and Programmable Logic Arrays
(PLA).

Logic Families: Introduction to different logic families like TTL, ECL, and
CMOS, and comparison of their characteristics and applications.

Finite State Machines: Explanation of the concept of state, state diagrams,
state tables, and how to design finite state machines.

Introduction to VHDL/Verilog: Basics of hardware description languages, their
syntax, and semantics, and how they are used to design and test digital
circuits.

Learning and Teaching Strategies

adatl) g alatl) laas) yiul)

Strategies

Learning and teaching logic design, particularly digital logic design, requires a
deep understanding of binary systems, gates, Boolean algebra, and much
more. Here are some effective strategies to facilitate learning and teaching of
this subject.

Using Visual Tools: Visual representations can greatly enhance understanding
in this field. Using diagrams to explain concepts such as truth tables,
Karnaugh maps, and logic gates. Software like Circuit maker can be used to
virtually design and test digital circuits.

Starting with basic binary arithmetic, explaining the importance of Os and 1s
in digital logic design. Moving to basic logic gates (AND, OR, NOT), and
gradually introduce more complex ones (NAND, NOR, XOR, XNOR).

Utilizing Hands-On Learning: Incorporating practical exercises whenever
possible. This could involve using breadboards and basic electronic
components or using software to design and simulate circuits.

Learning and teaching logic design, particularly digital logic design, requires a




deep understanding of binary systems, gates, Boolean algebra, and much
more. Here are some effective strategies to facilitate learning and teaching of
this subject.

6. Using Visual Tools: Visual representations can greatly enhance understanding
in this field. Using diagrams to explain concepts such as truth tables,
Karnaugh maps, and logic gates. Software like Circuit maker can be used to
virtually design and test digital circuits.

7. Starting with basic binary arithmetic, explaining the importance of Os and 1s
in digital logic design. Moving to basic logic gates (AND, OR, NOT), and
gradually introduce more complex ones (NAND, NOR, XOR, XNOR).

8. Utilizing Hands-On Learning: Incorporating practical exercises whenever
possible. This could involve using breadboards and basic electronic

components or using software to design and simulate circuits.

Student Workload (SWL)

Structured SWL (h/sem) 108 Structured SWL (h/w) ;
el JM& Calllall Bs5ial) ) pall Jaal L gaudd lldall Bl yall Jaal

Unstructured SWL (h/sem) 97 Unstructured SWL (h/w) 6
Jaaill JM& Callall Bsiiall e ud Jal) Jasll e gl AN a5l Jaal

Total SWL (h/sem) 200

Gl JO& U I ) Jaal

Module Evaluation

@»\Jﬂ\ XA ?..3..33.1

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)
@bl e pul) el

Material Covered

Week 1 Numbering systems_1 (Decimal, Binary, Octal and Hexadecimal)

Week 2 Base conversion (Decimal, Binary, Octal and Hexadecimal, Gray, BCD, EX-3, 2421))
Week 3 Arithmetic Operation (Addition, Subtraction: Normal, 1's complement, 2's complement)
Week 4 | Arithmetic Operation (Multiplication, Division)

Week 5 Basic logic gates (AND, OR, NOT, NAND, NOR, EXOR, XNOR)

Week 6 Logic circuit simplification using Boolean algebra

Week 7 Logic circuit simplification using Karnaugh map

Week 8 Digital logic design circuits

Week9 | Arithmetic circuits (Adders, Subtractors, Comparator)

Week 10 | pecoders, Encoders, Multiplexers, De-Multiplexers

Week 11 | | 5¢ches and Flip Flops

Week 12 Asynchronous counters, synchronous counters

Week 13 | spift registers (PIPO,SIPO,PISO and SISO)

Week 14 | \emory (RAM and ROM)

Week 15

Exam




Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week 1 Application of Basic logic gates (AND, OR, NOT) and their Truth Table, Boolean Expression, Function

Week 2 Application of Boolean Algebra

Week 3 Application of De-Morgan theorem

Week 4 Application of Combinational Circuits

Week 5 Application of Combinational Circuits simplification using Boolean Algebra

Week 6 Application of Combinational Circuits simplification using Karnaugh map

Week 7 Application of Digital logic design circuits

Week 8 Application of Binary adders (Half-Full adders, Half-Full Subtractor)

Week 9 Application of Decoder, Encoder, Multiplexer, De-Multiplexer

Week 10 | Application of Sequential circuits (SR_latch and D_latch)

Week 11 | Application of Master-slave flip-flop(SR, JK, D and T)

Week 12 | Application of Counters and Registers

Week 13 | Application of Memory (Static RAM)

Week 14 | Application of Memory (ROM)

Week 15 Exam

Learning and Teaching Resources
u.ug)lﬁ\} (-Ja;m JJLAAA

Text Available in the Library?
Required Texts M. M. Mano,2016, “Digital Design”, Prentice Hall
Recommended o ]
Thomas I. Floyd, 2006, “Digital Fundamentals”, Prentice Hall
Texts
Websites




Grading Scheme

Group Grade sl Marks % | Definition

A - Excellent Dkl 90 - 100 Outstanding Performance

B - Very Good [SENRTEN 80 -89 Above average with some errors
(Ssugc:e:;O()iroup C - Good i 70-79 Sound work with notable errors

D - Satisfactory b e 60 - 69 Fair but with major shortcomings

E - Sufficient Jsia 50-59 Work meets minimum criteria
Fail Group FX - Fail (Aadlaall 08) i ) | (45-49) More work required but credit awarded
(0-49) F - Fail l (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title Artificial Intell igence Module Delivery

Module Type S Theory
Lecture

Module Code CYBS-305 Lab

ECTS Credits 4 [ Tutorial
O Practical

SWL (hr/sem) 100 ] Seminar

Module Level 3 Semester of Delivery 1

Administering Department College

Module Leader Name e-mail E-mail

Module Leader’s Acad. Title Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name Name e-mail E-mail

Sthtt-::tific Committee Approval Version Number 1.0

Relation with other Modules

3 &yl Slgall ao dBMall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents

LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
Gy ! Balad) Lol

1. Familiarize students with the foundational concepts and techniques of
artificial intelligence.

2. Enable students to apply machine learning algorithms for classification,
regression, and clustering tasks.

3. Equip students with the skills to design, train, and evaluate neural networks
and deep learning models.

4. Introduce students to natural language processing techniques for text
analysis and language modeling.

5. Provide students with an understanding of reinforcement learning principles
and their applications.

6. Develop students' ability to analyze and evaluate Al models, making informed
decisions for optimal performance.

Module Learning
Outcomes

8ol edaddl Ol y3e0
Aoy

After studying this course Students will gain:

1. Solid understanding of the core concepts, techniques, and applications of
artificial intelligence.

2. Learn how to apply and implement supervised and unsupervised learning
algorithms to real-world datasets.

3. Knowledge and skills necessary to design, train, and evaluate neural networks
and deep learning .
Explore natural language processing techniques

5. Students will grasp the fundamentals of reinforcement learning.

6. Ability to critically analyze and evaluate Al models, assess their performance,
and make informed decisions about model selection.

Indicative Contents
doli Y wlgisad!

Indicative content includes the following.

e Machine Learning: A subfield of Al focused on developing algorithms and models
that enable computers to learn from data and make predictions or decisions
without being explicitly programmed.

e Neural Networks: A type of machine learning model inspired by the structure
and function of the human brain, consisting of interconnected nodes (neurons)
organized in layers to process and learn from data.

e Natural Language Processing (NLP): A branch of Al that deals with the interaction
between computers and human language, enabling machines to understand,
interpret, and generate human language.

e Reinforcement Learning: A type of machine learning where an agent learns to
make decisions or take actions in an environment to maximize a reward signal,
based on trial and error learning and feedback from the environment.

e Deep Learning: A subset of machine learning that focuses on training deep
neural networks with multiple layers, allowing the models to automatically learn
hierarchical representations of data and perform complex tasks.

e Supervised Learning: A type of machine learning where the model learns from




labeled training data, where the input data is associated with known output
labels, and the model aims to generalize and make predictions on unseen data.

e Unsupervised Learning: A type of machine learning where the model learns from
unlabeled data, finding patterns, structures, or relationships in the data without
explicit labels or guidance.

e Natural Language Understanding (NLU): A subset of NLP that focuses on enabling
machines to comprehend and interpret natural language, including tasks such as
sentiment analysis, named entity recognition, and question answering.

Learning and Teaching Strategies

oty el ol el

Strategies

Learning and teaching strategies for an Artificial Intelligence course can include
hands-on projects, collaborative learning, case studies, coding exercises, literature
reviews, and lectures. Hands-on projects engage students in implementing Al
algorithms and solving real-world problems. Collaborative learning encourages group
discussions and peer-to-peer knowledge sharing. Case studies showcase practical
applications of Al. Coding exercises develop programming skills. Literature reviews
deepen understanding of cutting-edge Al research. Lectures and presentations
deliver theoretical concepts and provide a foundation for understanding Al principles
and techniques.

Student Workload (SWL)
e guanl 10 J gunen clall gyl Jasell

Structured SWL (h/sem) 3 Structured SWL (h/w) 4
Jadll UM el elasiall eyl ol e g Ul plisiall gyl Jonl

Unstructured SWL (h/sem) 37 Unstructured SWL (h/w) 5
i)l I CIlall clasiall & gubdl Jodll bee gl (JUall elaiiall s byl Jomell

Total SWL (h/sem)

Jradll M5 el U1 gl Jass)

100

Module Evaluation

) . Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome

Formative

Quizzes

2 10% (10) 5and 10 LO #1, #2 and #10, #11




assessment Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
Sl (£ gl zlgiadl
Material Covered

Week 1 Introduction to Artificial Intelligence

Week 2 Search Algorithms, Uninformed ,Heuristic search algorithms and Adversarial

Week 3 Knowledge Representation and Logic

Week 4 Machine Learning Fundamentals

Week 5 Neural Networks and Deep Learning

Week 6 Natural Language Processing (NLP)

Week 7 Reinforcement Learning

Week 8 Evolutionary Computing

Week 9 Bayesian Networks and Probabilistic Reasoning

Week 10 | Fuzzy Logic and Fuzzy Systems

Week 11 | Swarm Intelligence and Optimization

Week 12 | Knowledge-Based Systems

Week 13 | Computer Vision

Week 14 | Robotics and Al

Week 15 | Ethical and Social Implications of Al

Week 16 | Exam

Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1 Lab 1: Introduction to Python and Al Libraries
Week 2 Lab 2: Supervised Learning with Classification Algorithms




Week 3 Lab 3: Unsupervised Learning with Clustering Algorithms
Week 4 Lab 4: Natural Language Processing (NLP) Techniques
Week 5 Lab 5: Neural Networks and Deep Learning

Week 6 Lab 6: Reinforcement Learning

Week 7 Lab 7: Al Project Showcase and Finalization

WJ.J.SJb M‘)Jw

Learning and Teaching Resources

Text

Available in the Library?

Artificial Intelligence: Foundations of Computational Agents"

Required Texts No
by David L. Poole and Alan K. Mackworth (2017)
Recommended "Artificial Intelligence: A Modern Approach" by Stuart
Texts Russell and Peter Norvig (4th edition, 2020) No
Websites https://www.coursera.org/learn/introduction-to-ai
Grading Scheme
C’.)b,v.).” Lo
Group Grade el Marks % | Definition
A - Excellent el 90 - 100 Outstanding Performance
B - Very Good B Ve 80-89 Above average with some errors
(S:(;:(ielsgo(;iroup C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory Jowgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Al 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title Cloud Computing Principles Module Delivery

Module Type C Theory
Lecture

Module Cod -

odule Code CYBS-302 Lab

ECTS Credits 5 O Tutorial
O Practical

SWL (hr/sem) 125 O Seminar

Module Level 3 Semester of Delivery

Administering Department College

Module Leader Name e-mail E-mail

Module Leader’s Acad. Title

Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name

Name e-mail E-mail

Scientific Committee Approval

Date

Version Number

1.0

Relation with other Modules

3 Ayl Slgall ao dBall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents

LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
Gyl 8oLl Colua]

1. Understand the fundamental concepts, models, and characteristics of cloud
computing, including on-demand self-service, broad network access,
resource pooling, rapid elasticity, and measured service.

2. Explore the different cloud service models - Infrastructure as a Service (laaS),
Platform as a Service (PaaS), and Software as a Service (SaaS) - and
understand their distinctions, benefits, and use cases.

3. Learn about public, private, hybrid, and multi-cloud deployments, and
understand the advantages, challenges, and considerations associated with
each model.

4. Gain knowledge of cloud architecture components, such as virtual machines,
virtual networks, and storage, and understand the role of virtualization
technologies in enabling resource sharing and scalability.

5. Explore cloud security challenges and best practices, including data
protection, access control, identity management, and compliance with
regulations and industry standards. Understand the shared responsibility
model and the importance of encryption and secure protocols.

6. Learn strategies for managing and optimizing cloud costs, including
monitoring resource usage, rightsizing instances, leveraging pricing models,
and implementing cost control measures.

Module Learning
Outcomes

5alall @ladl ol e
WY

Upon completing the "Cloud Computing Principles" course, students will gain the
following outcomes:

1. Acquire a thorough understanding of cloud computing concepts, architectures,
and deployment models.

2. Develop practical skills in designing, implementing, and managing cloud-based
solutions, including virtualization, storage, networking, and security.

3.Techniques for optimizing cloud performance, including monitoring, caching,
and leveraging Content Delivery Networks (CDNs).

4. Effectively manage cloud costs through resource allocation, usage monitoring,
and cost optimization strategies.

5. Understand the importance of cloud service-level agreements (SLAs),
governance frameworks, and compliance considerations in cloud computing.

6. Familiar with emerging trends in cloud computing, such as serverless
computing, DevOps practices, containerization, big data processing, and ethical
and legal implications.

Indicative Contents
Aol wlgizall

Indicative content includes the following.
Cloud Computing: The delivery of computing resources, including servers, storage,
databases, software, and networking, over the internet. Users can access and use
these resources on-demand, without the need for physical infrastructure.

Virtualization: The process of creating virtual instances of resources such as servers,
storage, or networks. It enables the efficient utilization of physical hardware and
allows for scalability and flexibility in cloud environments.




Scalability: The ability of a system or application to handle increasing workloads by
adapting its resources, such as adding or removing servers, to meet demand. It
ensures that resources can be dynamically allocated based on the changing needs
of the users.

Elasticity: The ability of a system or application to automatically provision and
release resources in response to changing demand. It allows for scaling up or down
resources seamlessly to maintain performance and optimize cost efficiency.

Service Level Agreement (SLA): A contract between a cloud service provider and a
customer that defines the agreed-upon quality and availability of services. It
outlines performance guarantees, response times, uptime requirements, and
penalties for non-compliance.

Data Security: Measures and practices implemented to protect data in cloud
environments, including encryption, access control, backup and recovery, and
compliance with data privacy regulations. It ensures the confidentiality, integrity,
and availability of data stored and processed in the cloud.

Hybrid Cloud: A cloud computing environment that combines the use of private and
public clouds, allowing organizations to leverage the benefits of both. It enables the
flexibility to run certain workloads on-premises while utilizing the scalability and
cost-effectiveness of public cloud resources.

Learning and Teaching Strategies

oty el ol

Strategies

Learning and teaching strategies for a Cloud Computing course can include a
combination of theoretical and practical approaches. Strategies may involve lectures
to introduce fundamental concepts, case studies to showcase real-world cloud
deployments, hands-on lab exercises to provide practical experience with cloud
platforms and services, group projects to promote collaboration and problem-solving
skills, guest lectures by industry experts to provide insights into cloud adoption and
best practices, and discussions on emerging trends and challenges in cloud
computing. These strategies aim to provide students with a comprehensive
understanding of cloud computing principles, architectures, and practical
implementations.




Student Workload (SWL)
LCW‘ Vol (S PE g,JUaU LS""‘J"U‘ d.o.?z_”

Structured SWL (h/sem) 63 Structured SWL (h/w) 4
el I CIllal) @lisiall qulyll) Janl) L gasl CIUal) @hatiall (gubyd] Joasd

Unstructured SWL (h/sem) 6 Unstructured SWL (h/w) A
i)l INs LIl elaiall e gobdl Josell b gonl Ul plaiiall e gulyldl Josull

Total SWL (h/sem)

dnadl I3 Il g&” ‘éwl)a.!l Jo=d 125
Module Evaluation
duwlydd) B3Le) @unds
Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2 and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
Sl £l zlginll

Material Covered

Week 1 Introduction to Cloud Computing

Week 2 Cloud Architecture and Virtualization

Week 3 Cloud Storage and Database Systems

Week 4 Cloud Networking and Security

Week 5 Scalability and Elasticity in the Cloud

Week 6 Cloud Performance Optimization

Week 7 Cloud Cost Management

Week 8 Cloud Service-Level Agreements (SLAs) and Governance
Week 9 | Cloud Migration and Integration




Week 10 | Serverless Computing and Function as a Service (FaaS)
Week 11 | DevOps and Continuous Integration/Deployment (CI/CD) in the Cloud
Week 12 | Containers and Container Orchestration
Week 13 | Big Data and Analytics in the Cloud
Week 14 | Ethical and Legal Considerations in Cloud Computing
Week 15 | Emerging Trends and Future of Cloud Computing
Week 16 | Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1 Lab 1: Introduction to Coding Theory
Week 2 Lab 2: Data Compression Techniques
Week 3 Lab 3: Implement channel coding schemes
Week 4 Lab 4: basic cryptographic techniques
Week 5 Lab 5 :Investigate the relationship between entropy and data compression
Week 6 Lab 6: Error detection and correction mechanisms in network protocols
Week 7 Lab 7: Practical Applications of Coding and Information Theory
Learning and Teaching Resources
u@).,\i.llg pl;.‘;.l\)al.,a.n
Text Available in the Library?
Required Texts "Cloud Computing: A Hands-On Approach" by Arshdeep Bahga Ves
and Vijay Madisetti (2019).
Recommended "Cloud Computing: From Beginning to End" by Ray Jezzini No
Texts (2017).
Websites https://www.coursera.org/learn/introduction-to-cloud




Grading Scheme

Gl lalases

Group Grade geRt] Marks % | Definition

A - Excellent Sl 90 - 100 Outstanding Performance

B - Very Good I dae 80 -89 Above average with some errors
(Ssut;:tiefgoc)iroup C - Good dax 70-79 Sound work with notable errors

D - Satisfactory Jaugie 60 - 69 Fair but with major shortcomings

E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail ) (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
Laly 1 B3l ologlas

Module Title Coding and Information Theory Module Delivery

Module Type Core Theory
Lecture

Module Code -

CYBS-301 Lab

ECTS Credits 8 X Tutorial
[ Practical

SWL (hr/sem) 150 O Seminar

Module Level 3 Semester of Delivery

Administering Department College

Module Leader Name e-mail E-mail

Module Leader’s Acad. Title

Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name

Name e-mail E-mail

Scientific Committee Approval

Date Version Number 1.0
Relation with other Modules
31 Ayl Slgall ao A8l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl lgisally phall 5L 9 Ayl B3l LIl

1. Gain a solid understanding of the fundamental concepts and principles of
coding theory and information theory.

2. Learn various coding techniques used for error detection, error correction,
data compression, and encryption.

3. Develop practical skills by implementing coding algorithms and techniques in
programming languages to solve real-world problems.

Module Objectives 4. Explore different error detection and correction codes and techniques, such
Ayl Bl CBlua| as Hamming codes, Reed-Solomon codes, and convolutional codes, and
understand their applications in reliable data transmission.

5. Gain insights into the concept of channel capacity and understand how
coding theory can be used to achieve reliable communication over noisy
channels.

6. Explore practical applications of coding and information theory in various
fields, such as telecommunications, data storage, wireless communication,
and network security.

7. Students will have a strong understanding of various coding techniques used
for error detection, error correction, data compression, and encryption.

8. Students will be able to design and implement coding algorithms in
programming languages to solve practical problems.

Module Learning 9. Students will be skilled in detecting and correcting errors in data
Outcomes transmission.
10. Students will have an introductory understanding of quantum information
Bolel) @latll ilorysee theory, quantum error correction, and quantum cryptography.
Gy ) 11. They can contribute to the development and implementation of coding
schemes in real-world systems
12. They will be prepared for careers in telecommunications, data science,

cryptography, network security, and other related fields where coding and
information theory play a crucial role

Indicative Contents
Aol wlgizall

Indicative content includes the following.

Coding Theory: The study of methods and techniques for representing and

transmitting data efficiently and reliably, particularly through the use of error

detection and correction codes.

Information Theory: The branch of mathematics and computer science that deals

with quantifying and measuring information, including the study of data

compression, communication, and the fundamental limits of data processing.

Entropy: A measure of the average amount of information or uncertainty in a random

variable or data source. It represents the minimum average number of bits required

to encode the information.




Source Coding: The process of compressing data to reduce redundancy and decrease
its size for efficient storage or transmission, while maintaining the ability to
reconstruct the original data accurately.

Channel Coding: The process of adding redundancy to data before transmission over
a noisy channel to enable error detection and correction at the receiver, improving
the reliability of the communication.

Error Detection: The process of detecting errors or changes in data caused by noise,
interference, or other factors during transmission or storage.

Error Correction: The process of identifying and correcting errors in data, usually
achieved through the use of error correction codes that can recover the original data
even if some errors occur.

Block Codes: Error correction codes that operate on fixed-sized blocks of data, adding
redundancy to the data to enable error detection and correction.

Learning and Teaching Strategies

Strategies

In a Coding and Information Theory course, effective learning and teaching
strategies can include a combination of theoretical understanding and
practical implementation. Strategies may involve lectures to introduce coding
techniques and information theory concepts, hands-on coding exercises to
reinforce learning, group projects to encourage collaboration and problem-
solving skills, real-world case studies to showcase practical applications,
interactive discussions to explore advanced topics, and regular assessments to
gauge student understanding. These strategies aim to provide students with a
solid foundation in coding theory and information theory, along with practical
coding skills for various applications.




Student Workload (SWL)
LCW' Vol (S PE g,JUaJJ LSV"‘J"U‘ JA?J\

Structured SWL (h/sem) 28 Structured SWL (h/w) c
ad)] M CIUal alasiall gwlyl Jooell L gasl CIUal) @hatiall (gubyd] Joasd

Unstructured SWL (h/sem) 2 Unstructured SWL (h/w) .
i)l INs LIl elaiall e gobdl Josell b gonl Ul plaiiall e gulyldl Josull

Total SWL (h/sem)
Jradd] I3 IUall S gyl Jasd

150

Module Evaluation

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2 and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
Sl (g5l Zlgiall
Material Covered

Week 1 Introduction to Coding and Information Theory

Week 2 Binary Codes and Error Detection

Week 3 Linear Codes and Error Correction

Week 4 Convolutional Codes

Week 5 Source Coding and Huffman Coding

Week 6 Arithmetic Coding and Lempel-Ziv-Welch (LZW) Compression

Week 7 Channel Capacity and Shannon's Theorem

Week 8 Error-Correcting Codes and Channel Coding

Week 9 Burst and Random Error Correction




Week 10

Cryptography and Error Correction

Week 11 | Advanced Topics in Coding Theory
Week 12 | Introduction to Quantum Information Theory
Week 13 | Quantum Error Correction
Week 14 | Quantum Cryptography
Week 15 | Review, Project Presentations, and Practical Wrap-up
Week 16 Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1 Lab 1: Introduction and cabling
Week 2 Lab 2: : Server Administrator — users and groups
Week 3 Lab 3: Server Administrator — Security Options
Week 4 Lab 4: Server Administrator — Files, Printer and Hard disk Management
Week 5 Lab 5: How to build a complete networks in Packet Tracer
Week 6 Lab 6: How to build a complete networks in Packet Tracer
Week 7 Lab 7: DHCP Server/ DNS Server - Packet Tracer
Week 8

Lab 7: HTTP protocol / E-Mail Server - Packet Tracer

Learning and Teaching Resources
u,‘ej..\illg ‘ohﬁ\)bl,sm

Text Available in the Library?
“A Student's Guide to Coding and Information Theory” , by
Required Texts No
Stefan M. Moser, Po-Ning , 2012
Recommended "Information Theory, Coding, and Cryptography" by Ranjan
Texts Bose, 2008 No
Websites https://www.coursera.org/learn/information-theory
Grading Scheme
CJL‘{)J” hlxe
Group Grade gest:i] Marks % | Definition
A - Excellent il 90 - 100 Outstanding Performance
;S:Sfefgoc;roup B - Very Good (BESNVES 80 -89 Above average with some errors
C - Good NVES 70-79 Sound work with notable errors




D - Satisfactory Jawgie 60 - 69 Fair but with major shortcomings

E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (A laadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail ol (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
Ayl Bolall loglas

Module Title Computer Architecture Module Delivery
Module Type S Theory
X
Module Code CYBS-306 ecure
ECTS Credits 4 X Tutorial
[ Practical
SWL (hr/sem) 100 O Seminar
Module Level 3 Semester of Delivery
Administering Department College
Module Leader Name e-mail E-mail
Module Leader’s Acad. Title Module Leader’s Qualification
Module Tutor Name (if available) e-mail E-mail
Peer Reviewer Name Name e-mail E-mail
SD<Z::tific Committee Approval Version Number 1.0
Relation with other Modules
sz_éf}H duwolyddl 3l gl & A8l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents

LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
Gyl Balall Colua]

1. A comprehensive understanding of computer architecture principles,
components, and organization.

2. Proficiency in designing and evaluating computer architectures.

Knowledge of performance metrics and evaluation methods.

4. Familiarity with memory systems, input/output devices, and their
optimization

w

Module Learning
Outcomes

oled) @laidl Ol y3en
Ayl

Important: Write at least 6 Learning Outcomes, better to be equal to the number of

study weeks.

Students will gain a comprehensive understanding of the components that make
up a computer system, including the CPU, memory, and input/output devices.

Be able to comprehend the organization and functioning of the CPU, including
the datapath, control unit, and instruction execution. They will also understand
the design principles and characteristics of Instruction Set Architecture (ISA).

Acquire the skills to design and optimize memory hierarchies, including caches
and virtual memory systems. They will understand the trade-offs involved in
memory design and management.

will learn the principles and techniques of pipelining and understand the benefits
and challenges associated with parallel processing

: Students will develop the skills to analyze and evaluate performance metrics of
computer systems, including speed, throughput, and latency.

Student will gain knowledge of emerging trends and technologies in computer
architecture, such as multi-core and many-core architectures, heterogeneous
computing, and power-efficient design

Indicative Contents
dolé Y wlgisad!

Indicative content includes the following.

e Instruction Set Architecture (ISA): The interface between the hardware and
software of a computer system, defining the instructions that can be
executed by the processor.

e Cache Memory: A small, fast memory located closer to the processor, used to
store frequently accessed data and instructions for faster access compared to
main memory.

e Virtual Memory: A memory management technique that allows a computer

to use secondary storage (e.g., hard disk) as an extension of main memory,
providing a larger addressable space for programs.

e Input/Output (I/0): The process of transferring data between a computer and
external devices (e.g., keyboard, mouse, disk drives) for communication and
data storage.

e DMA (Direct Memory Access): A feature that allows certain devices to
transfer data directly to and from memory without involving the processor,
reducing CPU overhead.

e Address Translation: The process of converting virtual addresses to physical
addresses, performed by the memory management unit (MMU) in a
computer system.

e Page Replacement Algorithms: Policies used by the operating system to
decide which pages in virtual memory should be replaced when the available




physical memory is full.

e Cache Coherence Protocols: Algorithms and protocols used to maintain cache
coherence in multi-processor systems, ensuring that all caches observe the
same value for shared data.

Learning and Teaching Strategies

In a Computer Architecture course, effective learning and teaching strategies can be
employed to foster a comprehensive understanding of the principles and design of
computer systems. Strategies may include lectures to introduce foundational
concepts, hands-on lab sessions for practical experimentation and implementation,

Strategies . . .
case studies to analyze real-world architectures, group projects to promote
collaboration and problem-solving skills, interactive discussions to explore advanced
topics, and assessments to gauge student comprehension. These strategies aim to
provide students with a solid foundation in computer architecture, enabling them to
design and analyze efficient and high-performance computer systems.
Student Workload (SWL)
le guwl VO J O gueo Jual bl Joxd
Structured SWL (h/sem) 48 Structured SWL (h/w) 3
Jrad)l I Jlall plasiall (gwlydl o) b gend CUall latiall (qoly) ol
Unstructured SWL (h/sem) - Unstructured SWL (h/w) 3
)l P Jlall elaiadl a8 (quhll Josd! b genl Ul plaiiall e gyl Jossll
Total SWL (h/sem) 100
dwadl s Il g&” gwbxl Jodl

Module Evaluation

) . Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7




assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
Skl (£ 90l Zlgiall

Material Covered

Week1 | |ntroduction to Computer Architecture

Week 2 | Digjtal Logic and Boolean Algebra

Week 3 | cpu Organization and Instruction Set Architecture

Week4 | cpu Datapath and Control Unit

Week5 | Memory Systems

Week 6 | |nput/Output Devices and Systems

Week7 | pipelining

Week 8 | aAdvanced Pipelining and Superscalar Processors

Week 9 | Memory Hierarchy and Cache Coherence

Week 10 | parallel Processing and Vector Processing

Week 11 | power and Energy Efficiency in Computer Systems

Week 12 | Emerging Trends in Computer Architecture

Week 13 | performance Evaluation and Benchmarking

Week 14 | Quantitative Analysis and Simulation

Week 15 | Fyture Directions in Computer Architecture

Week 16 | Exam

Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week 1 Lab 1 Introduction to Assembly Language Programming

Week 2 Lab 2: Processor Simulation and Instruction Execution

Week 3 Lab 3 Memory Hierarchy and Cache Simulation

Week4 | Lab 4 Virtual Memory Simulation

Week 5 Lab 5: 1/0 Device Simulation and Interfacing

Week 6 Lab 6: Parallel Processing and Synchronization

Week 7 | Lab 7: Advanced Topics in Computer Architecture




Learning and Teaching Resources
w)xﬂ\g ‘oJaJJUQL,aA

Text

Available in the Library?

- Essentials of Computer Architecture, Second Edition, by

Required Texts No
Douglas Comer, 2017
Computer Architecture: A Quantitative Approach (The Morgan
Kaufmann Series in Computer Architecture and Design) 6th
Recommended
i Edition, by by John L. Hennessy (Author), David A. Patterson No
(Author),2017
Websites https://www.online.colostate.edu/courses/CS/CS470.dot
Grading Scheme
oyl Jalaseo
Group Grade ol Marks % | Definition
A - Excellent kel 90 - 100 Outstanding Performance
B - Very Good [SESRVES 80 -89 Above average with some errors
Success Group -
(50 - 100) C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory osgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgade 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail el (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
Laly 1 B3l ologlas

Module Title Com puter Netwo rks Module Delivery

Module Type B Theory
X

Module Code CYBS-303 enre

ECTS Credits 5 [ Tutorial
O Practical

SWL (hr/sem) 125 O Seminar

Module Level 3 Semester of Delivery 1

Administering Department College

Module Leader Name e-mail E-mail

Module Leader’s Acad. Title Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name Name e-mail E-mail

Sthtt-::tific Committee Approval Version Number 1.0

Relation with other Modules

3 &yl Slgall ao dBMall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
Gyl 8oLl Colua]

1. To develop problem solving skills and understanding of circuit theory through
the application of techniques.

To understand voltage, current and power from a given circuit.

This course deals with the basic concept of electrical circuits.

This is the basic subject for all electrical and electronic circuits.

To understand Kirchhoff's current and voltage Laws problems.

I O

To perform mesh and Nodal analysis.

Module Learning
Outcomes

aled) @il Ol y3en
Ay !

Important: Write at least 6 Learning Outcomes, better to be equal to the
number of study weeks.

Recognize how electricity works in electrical circuits.

List the various terms associated with electrical circuits.

Summarize what is meant by a basic electric circuit.

Discuss the reaction and involvement of atoms in electric circuits.
Describe electrical power, charge, and current.

Define Ohm's law.

Identify the basic circuit elements and their applications.

Discuss the operations of sinusoid and phasors in an electric circuit.

L oo Nk WDN R

Discuss the various properties of resistors, capacitors, and inductors.

[N
o

. Explain the two Kirchoff's laws used in circuit analysis.

[N
[y

. Identify the capacitor and inductor phasor relationship with respect to
voltage and current.

Indicative Contents
agblfb)}” C)EJ}'WJ‘

Indicative content includes the following.

Computer Network: A collection of interconnected devices, such as computers,
servers, routers, switches, and other network components, that communicate
and share resources.

Protocol: A set of rules and procedures that govern the communication and
interaction between devices in a computer network, ensuring proper data
transmission and handling.

TCP/IP: Transmission Control Protocol/Internet Protocol, the foundational suite
of protocols used for communication on the Internet. TCP provides reliable,
connection-oriented data delivery, while IP is responsible for addressing and
routing packets across networks.

Ethernet: A widely used local area network (LAN) technology that uses a set of
standards to define how data is transmitted over a network using twisted pair or
fiber optic cables.

Router: A network device that connects multiple networks and directs data
packets between them based on network addresses, facilitating proper data
routing and forwarding.

Switch: A network device that connects devices within a local network (LAN) by
forwarding data packets to the appropriate destination based on MAC addresses,
increasing network efficiency and performance.




DNS: Domain Name System, a distributed naming system that translates domain
names (e.g., www.example.com) into IP addresses, allowing users to access
websites using easy-to-remember names instead of numerical IP addresses.
Firewall: A security device or software that monitors and controls incoming and
outgoing network traffic based on predetermined security rules, protecting a
network from unauthorized access and potential threats.

Learning and Teaching Strategies

odazlly elazll bl

Type something like: The main strategy that will be adopted in delivering this module
is to encourage students’ participation in the exercises, while at the same time

Strategies refining and expanding their critical thinking skills. This will be achieved through
classes, interactive tutorials and by considering types of simple experiments involving
some sampling activities that are interesting to the students.

Student Workload (SWL)
le gawsl V0 J G gunmo LIl @»bu\.ﬂ Jed

Structured SWL (h/sem) 63 Structured SWL (h/w) 4

duadll I3l (JUall elaiall gwbydll Jasd! L gl CUal) latiall (gl ol

Unstructured SWL (h/sem) 62 Unstr:xctured SWL (h/w) 4

Juadll I35 CJlall alaiiall pe (gubd! Jossll e gasl (Il eliiall g byl Jasel

Total SWL (h/sem) 125

Juaddl - Clall SUI gyl Joel

Module Evaluation

Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7



http://www.example.com/

assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
Skl (£ 90l Zlgiall
Material Covered
Week 1 Introduction to networks and Underlying Technologies
Week 2 The OSI Model and the TCP/IP Protocol Suite
Week 3 Datalink Layer
Week 4 Network Layer
Week 5 Transport Layer
Week 6 Application Layer
Week 7 Classfull IP Addressing
Week 8 Subnetting
Week 9 Supernetting
Week 10 | Classless Addressingl
Week 11 | Classless Addressing?2
Week 12 | Delivery and Forwarding of IP Packets 1
Week 13 | Delivery and Forwardingof IP Packets 2
Week 14 | Internet Protocol Version 4(IPv4) 1
Week 15 | Internet Protocol Version 4(IPv4) 2
Week 16 | Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1 Lab 1: Introduction and cabling
Week 2 Lab 2: : Server Administrator — users and groups
Week 3 Lab 3: Server Administrator — Security Options
Week 4 Lab 4: Server Administrator — Files, Printer and Hard disk Management
Week 5 Lab 5: How to build a complete networks in Packet Tracer
Week 6 Lab 6: How to build a complete networks in Packet Tracer
Week 7 Lab 7: DHCP Server/ DNS Server - Packet Tracer




Week 8

Lab 7: HTTP protocol / E-Mail Server - Packet Tracer

wy.ﬁb M‘)Qw

Learning and Teaching Resources

Text

Available in the Library?

1- TCP/IPProtocol Suite - Fourth Edition — 2010, Behrouz A.

Forouzan
Required Texts No
2- Data Communications And Networking - Fourth Edition —
2007, Behrouz A. Forouzan
Advanced Network Programming - Principles and
Recommended ] o ) )
- Techniques (Network Application Programming With Java) — No
exts
2013, BogdanCiubotaru.
Websites Introduction to Computer Networks for Non-Techies | Udemy
Grading Scheme
@lamydl Jalases
Group Grade el Marks % Definition
A - Excellent kel 90 - 100 Outstanding Performance
B - Very Good [SESRVES 80 -89 Above average with some errors
Success Group -
(50 - 100) C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory Jowgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwsly | (45-49) More work required but credit awarded
(0-49) F - Fail el (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.



https://www.udemy.com/course/introduction-to-computer-networks/

MODULE DESCRIPTION FORM
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Module Information
Laly 1 B3l ologlas

Module Title Cloud Computi ng Security Module Delivery

Module Type C Theory
Lecture

Module Cod -

odule Code CYBS-405 Lab

ECTS Credits 5 O Tutorial
O Practical

SWL (hr/sem) 125 O Seminar

Module Level 4 Semester of Delivery

Administering Department College

Module Leader Name e-mail E-mail

Module Leader’s Acad. Title

Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name

Name e-mail E-mail

Scientific Committee Approval

Date

Version Number

1.0

Relation with other Modules

3 Ayl Slgall ao dBall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl lgisally phall 5L 9 Ayl B3l LIl

1. Data Protection: Ensure the confidentiality, integrity, and availability of data
stored and processed in the cloud.

2. Access Control: Implement robust authentication and authorization
mechanisms to control access to cloud resources and services.

3. Incident Response: Develop and execute effective incident response plans to
detect, respond to, and mitigate security incidents in the cloud environment.

4. Compliance: Ensure compliance with relevant regulations, industry

Module Objectives standards, and contractual obligations pertaining to cloud computing

Gyl Baladl Colual security.

5. Network Security: Implement measures to secure cloud networks, including
network segmentation, firewall rules, and intrusion detection systems.

6. Secure Configuration Management: Implement secure configuration
practices for cloud resources, such as virtual machines, containers, and
storage systems.

7. Security Monitoring and Auditing: Establish mechanisms for monitoring cloud
environments, detecting and responding to security events, and conducting
regular audits to ensure compliance and identify vulnerabilities.

1. Data Confidentiality: Protect sensitive data from unauthorized access or
disclosure.

2. System Integrity: Ensure the accuracy and trustworthiness of data and
applications.

Module Learning 3. Service Availability: Maintain continuous access to cloud services and

Outcomes resources.
4. ldentity and Access Management: Control user authentication and access to
X ) cloud resources.
S M‘ Sl 5. Data Protection: Secure data during transit and at rest within the cloud
Ayl environment.
6. Incident Response and Recovery: Detect, respond to, and recover from
security incidents.
7. Compliance and Auditability: Adhere to regulations and standards, and
maintain audit trails for security controls.
e Cloud Computing Overview: Understanding cloud computing models,
deployment options, and security challenges.
e Cloud Architecture and Security Controls: Exploring the architecture of cloud
environments and implementing security controls at different layers.
Indicative Contents e Data Security in the Cloud: Securing data in transit and at rest, encryption
Aol Y wlgisad| techniques, and data privacy considerations.

e Identity and Access Management (IAM): Managing user identities,
authentication, and authorization in the cloud environment.
e Network Security in the Cloud: Implementing network segmentation, firewall

rules, and intrusion detection systems for cloud networks.




e Incident Response and Cloud Security Monitoring: Developing incident
response plans and monitoring mechanisms to detect and respond to
security incidents in the cloud.

e Compliance and Governance in the Cloud: Understanding regulatory
compliance requirements, conducting audits, and establishing cloud security

governance frameworks.

Learning and Teaching Strategies

oty el ol

Risk-based Approach: Adopt a risk-based approach to identify and prioritize security
risks specific to cloud computing, and develop strategies to mitigate them effectively.

Defense-in-Depth: Implement multiple layers of security controls, such as network
security, identity and access management, encryption, and monitoring, to provide
comprehensive protection against potential threats.

Strategies
Continuous Monitoring and Improvement: Establish mechanisms for continuous
monitoring of cloud environments, detecting and responding to security incidents in
real-time, and regularly updating and improving security strategies based on evolving
threats and technologies.
Student Workload (SWL)
le guwl VO J O gwen Jlall gwhyd! Jodl
Structured SWL (h/sem) 3 Structured SWL (h/w) 4
)l I CJlall elaiiall (golyd] ol b gend CUall elaiiall (qoly) ol
Unstructured SWL (h/sem) 62 Unstructured SWL (h/w) 4
Jadll I el elaiiall pe (quhdll Jos) bee gl (JUal) elatiall s bl Josell
Total SWL (h/sem) 125
dwadl s Il g&” gwbu\ll Jodl

Module Evaluation
Leawly ) 8Ll oS

) . Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome




Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
Material Covered

Week 1 Fundamentals of Cloud Computing and Architectural Characteristics

Week 2 Security Design and Architecture for Cloud Computing

Week 3 Secure Isolation of Physical & Logical Infrastructure

Week 4 Data Protection for Cloud Infrastructure and Services

Week 5 Enforcing Access Control for Cloud Infrastructure based Services

Week 6 Monitoring, Auditing and Management

Week 7 Introduction to Cloud Design Patterns

Week 8 Introduction to Identity Management in Cloud Computing

Week 9 Cloud Computing Security Design Patterns - |

Week 10 | Cloud Computing Security Design Patterns - Il

Week 11 | Policy, Compliance & Risk Management in Cloud Computing

Week 12 | Cloud Compliance Assessment & Reporting - Case Study

Week 13 | Cloud Service Providers — Technology Review

Week 14 | Wrap Up & Final Projects Review

Week 15 | Review

Week 16 | Exam

Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1 Reviews of Cloud Infrastructure and Services
Week 2 Implementation of Cloud Infrastructure based Services




Week 3 Samples of Monitoring, Auditing and Management

Week 4 Implementation of Cloud Design Patterns

Week 5 Programming of Cloud Computing

Week 6 Samples of Cloud Computing Security Design Patterns - |
Week 7 Samples of Cloud Computing Security Design Patterns - Il
Week 8 Implementation of Risk Management in Cloud Computing
Week 9 Case Study

Week 10 | Technology Review

Week 11 | Final Projects Review

Week 12 | Exam

Learning and Teaching Resources
WJJJJb MUJW

Text Available in the Library?
"Cloud Computing: Concepts, Technology & Architecture" by
Required Texts No
Thomas Erl, Ricardo Puttini, and Zaigham Mahmood (2013)
Recommended "Cloud Computing Security: Foundations and Challenges"
Texts edited by John R. Vacca (2016) No
Websites https://
Grading Scheme
C’)b,g.).” Lo
Group Grade el Marks % | Definition
A - Excellent il 90 - 100 Outstanding Performance
B - Very Good (BESNVES 80 -89 Above average with some errors
(S:(;:c_e:;o(;roup C - Good SVES 70-79 Sound work with notable errors
D - Satisfactory Lugio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgstn 50-59 Work meets minimum criteria
Fail Group FX - Fail (A laadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FO
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Module Information
Laly 1 B3l ologlas

Module Title Internet of Things Security Module Delivery

Module Type C Theory
X

Module Code CYBS-402 = Lecture

ECTS Credits 4 X Tutorial
[ Practical

SWL (hr/sem) 100 I Seminar

Module Level 4 Semester of Delivery

Administering Department College

Module Leader Name e-mail E-mail

Module Leader’s Acad. Title Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name Name e-mail E-mail

Sthtte:tific Committee Approval Version Number 1.0

Relation with other Modules

S5 Ayl Sl gall ao A8l

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
Gyl Baledl Colual

1. Threat Assessment and Risk Management: Identify and assess potential
threats and risks specific to loT systems.

2. Secure Communication and Data Protection: Implement secure
communication protocols and encryption mechanisms to protect data
transmitted between loT devices and networks.

3. Device Authentication and Access Control: Establish strong device
authentication mechanisms and access control policies to verify the identity
of loT devices and regulate their access to networks and resources.

4, Privacy and Consent Management: Address privacy concerns by
implementing privacy-enhancing measures in loT systems.

5. Security Monitoring and Incident Response: Deploy monitoring systems
and implement proactive security measures to detect and respond to
security incidents promptly.

Module Learning
Outcomes

53lall @lall Sl e
WY

Overview of 10T concepts and architecture
Identifying and classifying 10T vulnerabilities
Secure bootstrapping and provisioning of 10T devices
Common loT protocols (MQTT, CoAP, etc.)
Securing wireless communication in 10T networks
Security challenges in 10T cloud deployments

Data integrity and privacy in loT systems

Access control models for 10T devices and services
Authentication protocols and mechanisms in 10T
10. Monitoring and detection of 10T security events
11. Incident response and recovery in l0T systems

© o NOU A WN e

Indicative Contents
doli Y wlgisad!

loT Threat Landscape: Explore the various threats and risks that exist in loT
environments, including unauthorized access, data breaches, device manipulation,
and denial-of-service attacks. Understand the motivations behind these threats and

the potential impact on loT systems.

Secure loT Communication: Learn about secure communication protocols and
encryption mechanisms used in loT networks. Understand how to establish secure
connections, authenticate devices, and protect data during transmission. Explore
concepts like secure MQTT, TLS/SSL, and VPNs.

loT Device Security: Understand the unique security challenges associated with loT
devices and learn how to secure them. Explore concepts such as secure
bootstrapping, firmware updates, secure storage of credentials, and techniques to

prevent device tampering or cloning.

Data Privacy and Protection: Explore privacy concerns in loT systems and learn how

to protect sensitive data. Understand privacy regulations, data anonymization




techniques, and methods for ensuring data confidentiality, integrity, and compliance

with privacy requirements.

loT Security Architecture and Best Practices: Study architectural considerations and
best practices for designing secure loT systems. Learn about secure network
architectures, device management frameworks, security by design principles, and

secure coding practices for loT applications.

Learning and Teaching Strategies

odazlly elazll bl

Secure Communication: Implement encryption and authentication mechanisms to
protect data transmitted between loT devices and networks.

Device Hardening: Configure loT devices with strong security settings, disable

Strategies
g unnecessary services, and apply regular software updates to address vulnerabilities.
Monitoring and Incident Response: Deploy robust monitoring systems and develop
an incident response plan to detect and respond to security incidents promptly.
Student Workload (SWL)
LC}:&.MJ‘ Vol O gno g,JUaJJ stbd.” JAD:J‘
Structured SWL (h/sem) 48 Structured SWL (h/w) 3
dead)l s Cdlall elaiadl (guhydl Jos! e gaund Jlall @laiiall @bl Josd!
Unstructured SWL (h/sem) - Unstructured SWL (h/w) 3
el I Jlall elaiiall pe (quhddl Jos) bee gl JUal) elatiall s byl Josell

Total SWL (h/sem)
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100

Module Evaluation

) . Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome

Formative

Quizzes

2 10% (10) 5and 10 LO #1, #2 and #10, #11




assessment Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)

Material Covered

Week 1 introduction to 10T Security
Week 2 loT Threat Modeling
Week 3 0T Device Security
Week 4 loT Communication Protocols
Week 5 0T Network Security
Week 6 IoT Cloud Security
Week 7 Secure loT Data Management
Week 8 loT Access Control and Authentication (Access control models)
Week 9 loT Access Control and Authentication (protocols and mechanisms)
Week 10 | loT Security Operations and Incident Response (Incident response and recovery)
Week 11 | loT Security Operations and Incident Response (Monitoring and detection)
Week 12 | loT Privacy and Ethical Considerations
Week 13 | loT Penetration Testing and Vulnerability Assessment
Week 14 | loT Security in Critical Infrastructures
Week 15 | Capstone Project and Review
Week 16 | Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1
Week 2
Week 3




Week 4

Week 5

Week 6

Week 7

Week 8

Week 9

Week 10

Week 11

Week 12

Lye)dl”3 pLiU‘)Jngo

Learning and Teaching Resources

Text Available in the Library?
"Internet of Things Security: Fundamentals, Techniques and
Required Texts Applications" by Shancang Li, Li Da Xu, and Surya Nepal No
(2017)
Recommended
"loT Security: Practical Guide Book" by Yoseph Levi (2016) No
Texts
Websites https://
Grading Scheme
©loyal Jalaseo
Group Grade il Marks % | Definition
A - Excellent il 90 - 100 Outstanding Performance
B - Very Good (BESNVES 80 -89 Above average with some errors
Success Group -
(50 - 100) C - Good da 70-79 Sound work with notable errors
D - Satisfactory Jawgie 60 - 69 Fair but with major shortcomings
E - Sufficient Jgstn 50-59 Work meets minimum criteria
Fail Group FX - Fail (A laadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail Gl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the

automatic rounding outlined above.
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Module Information
Laly 1 B3l ologlas

Module Title Operating Systems Module Delivery

Module Type C Theory
Lecture

Module Cod -

odule Code CYBS-401 Lab

ECTS Credits 5 O Tutorial
O Practical

SWL (hr/sem) 125 O Seminar

Module Level 4 Semester of Delivery

Administering Department College

Module Leader Name e-mail E-mail

Module Leader’s Acad. Title

Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name

Name e-mail E-mail

Scientific Committee Approval

Date

Version Number

1.0

Relation with other Modules

3 Ayl Slgall ao dBall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
Gy ! BaLad) Lol

1.

10.

Resource Management: Efficiently allocate and manage system resources
such as CPU, memory, disk space, and peripherals.

Process Management: Schedule and coordinate the execution of processes,
manage process creation, termination, and communication.

Memory Management: Allocate and deallocate memory space to processes,
track memory usage, and provide virtual memory management.

Device Management: Control and coordinate access to hardware devices,
provide device drivers, and handle device operations.

File System Management: Organize, store, and access data on storage
devices, manage file creation, deletion, and manipulation.

User Interface: Provide user-friendly interfaces for users to interact with the
system, ranging from command-line interfaces to graphical user interfaces.
Security and Protection: Implement access control mechanisms,
authentication protocols, and encryption techniques to ensure system
security and protect user data.

Fault Tolerance and Reliability: Handle system failures and errors, detect and
recover from faults, and ensure system reliability.

Performance Optimization: Optimize system performance by efficiently
utilizing resources, implementing scheduling algorithms, and enhancing
overall system efficiency.

Extensibility and Compatibility: Support evolving hardware and software
technologies, provide interfaces and APls for developers, and ensure
compatibility with applications and devices.

Module Learning
Outcomes

Balal) @l Ooloryee
EWINY]
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10.

Understand the basic principles and components of operating systems.
Analyze and evaluate different operating system architectures.
Demonstrate proficiency in process management.

Understand memory management techniques.

Explain and implement file systems.

Evaluate and select appropriate scheduling algorithms.

Develop skills in device management.

Understand operating system security principles.

Demonstrate problem-solving and troubleshooting skills.

Apply theoretical concepts to practical scenarios.

Indicative Contents
&QJU‘U}” CJEngJ\

Introduction to Operating Systems:

Definition and purpose of operating systems

Historical overview and evolution of operating systems

Major components and functionalities of an operating system

Process Management:

Process concepts and process control block

Process scheduling algorithms

Inter-process communication and synchronization




Deadlocks and deadlock prevention, avoidance, and detection

Memory Management:

Memory hierarchy and organization
Contiguous and non-contiguous memory allocation techniques
Virtual memory concepts and page replacement algorithms

Memory protection and address translation

File Systems:

File system organization and file operations
File allocation methods: contiguous, linked, and indexed
Directory structures and file system implementation

File permissions and access control

Device Management:

I/O devices and device drivers

Device management techniques: polling, interrupts, DMA

Disk scheduling algorithms

RAID (Redundant Array of Independent Disks) and disk management

Process Synchronization and Concurrency:

Critical section problem and mutual exclusion

Semaphores, monitors, and deadlock prevention

Classical synchronization problems: producer-consumer, reader-writer
Concurrent programming and thread management

Operating System Security:

Threats and vulnerabilities in operating systems

Access control models and mechanisms

Authentication and authorization techniques

Security policies, encryption, and intrusion detection

File System Implementation and I/0 Management:

File system structure and implementation techniques




I/O subsystem and device management
Caching and buffering mechanisms

I/O scheduling algorithms

Operating System Virtualization:

Virtual machines and virtualization techniques
Benefits and challenges of virtualization
Virtualization technologies: full virtualization, paravirtualization, containers

Cloud computing and virtualization

Case Studies and Emerging Topics:

Case studies of popular operating systems (e.g., Linux, Windows, macQS)
Emerging trends and technologies in operating systems (e.g., edge computing,
distributed systems)

Real-world applications and practical examples of operating systems

Learning and Teaching Strategies

oty el ol

Strategies

Lectures and Presentations: Instructors deliver lectures to introduce and explain
operating system concepts, theories, and principles. They use presentations to
visually illustrate key ideas and provide a foundational understanding of the subject
matter.

Hands-on Labs and Assignments: Students engage in practical lab exercises and
assignments to apply operating system concepts in real-world scenarios. These
hands-on activities help develop practical skills, problem-solving abilities, and a
deeper understanding of how operating systems work.

Case Studies and Group Discussions: Instructors use case studies and group
discussions to explore real-world operating system scenarios and challenges.
Students analyze and discuss these cases, allowing them to apply theoretical
knowledge, think critically, and collaborate with peers to find solutions.




Student Workload (SWL)
LCW‘ Yol & g0 g,JUaU LS""‘J"U‘ d.o.?z_”

Structured SWL (h/sem) 63 Structured SWL (h/w) 4
il M CIlall @laiall gyl Josell L gl CUal) latiall (gl ol

Unstructured SWL (h/sem) 6 Unstructured SWL (h/w) 4
el s LIl plaziadl e gelyldl Josdd! b gl JUal) elaiiall pe byl Joell

Total SWL (h/sem)
dwadl s Il g&ﬂ @»bJJl el

125

Module Evaluation

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) S5and 10 | LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
LSJ.IQJJ\ ucy.wl’\ CL@.AAJ‘
Material Covered
Week 1 | |ntroduction, what is an operating system.
Types of Operating Systems : Batch systems, Time-sharing system, Personal computer
Weel:2 systems, Parallel systems, Real-time systems, Distributed systems.
Week 3 | Computer system structures
Operating System Structure & Services: Hardware protection, System calls, System
Weekd programs.
Week 5 | System Structure Types: , Simple structure, Layered approach, Microkernels.




Week 6 | Process, Inter-process communication : Process concept, Process scheduling.

Week 7 | CPU Scheduling and algorithms: basic, FSFC, SJF., Priority scheduling, Round robin.

y Scheduling algorithms: Multilevel queue scheduling, multilevel feedback queues scheduling
Week 8

multiple process scheduling.

Week 9 Synchronization problem, Solution By Algorithm, Hardware,

Week 10 | The Deadlock, Handling Deadlocks, The Deadlock Detection

Week 11 | Memory Management, Swapping and Contiguous Memory

Week 12 | Segmentation

Week 13 | RAID Structure

Week 14 | Disk Structure, Disk Management

Week 15 Review

Week 16 Exam

Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week 1 Lab 1: Windows OS: an overview

Week 2 | Lab 2: C# Language: Review

Week 3 | Lab 3: Windows Task Manager (1)

Week 4 | Lab 4: Windows Task Manager (2)

Week 5 | Lab 5: Process Explorer (1)

Week 6 | Lab 6: Process Explorer (2)

Week 7 | Lab 7: Processes Viewer in C#: Monitoring

Week 8 | Lab 8: Programming Test

Week 9 | Lab 9: Semaphore implementation

Week 10 | Lab 10: Deadlock Implementation

Week 11 | Lab 11: MMU implementation

Week 12 | Lab 12: Page Replacement Algorithms




Learning and Teaching Resources
wy.ﬁb M‘)Qw

Text Available in the Library?

A. Silberschatz, P. B. Galvin, and G. Gagne, Operating

Required Texts System Concepts, 9th ed., USA: John Wiley & Sons, No
Inc., 2013.
Operating System Concepts,
Recommended
Abraham Silberschatz, Peter B. Galvin and, Greg Gagne No
Texts Publication Date: February 9, 2021, Pages: 1040
Websites https://
Grading Scheme
Syl Jalases
Group Grade el Marks % | Definition
A - Excellent kel 90 - 100 Outstanding Performance
B - Very Good [NESNVES 80 -89 Above average with some errors
(S:(;:tielsgoc)iroup C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory Jowgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgade 50-59 Work meets minimum criteria
Fail Group FX - Fail (Axlaadl u8) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail Cawel)y (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title Electronic Governance Security | Module Delivery
Module Type C Theory
Module Code CYBS-404 enre
ECTS Credits 4 O Tutorial

O Practical
SWL (hr/sem) 100 O Seminar
Module Level 4 Semester of Delivery
Administering Department College
Module Leader Name e-mail E-mail
Module Leader’s Acad. Title Module Leader’s Qualification
Module Tutor Name (if available) e-mail E-mail
Peer Reviewer Name Name e-mail E-mail
SDcaitt-::tific Committee Approval Version Number 1.0

Relation with other Modules
sz_;)’l duwolyddl 3l g0l & A8l

Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents

LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
Gyl Baladl Colual

1. Understand electronic security governance: Gain knowledge of the principles
and components of electronic security governance, emphasizing its
importance in protecting organizational assets and information.

2. Comply with legal and regulatory requirements: Identify relevant laws,
regulations, and standards related to electronic security and comprehend the
implications of non-compliance.

3. Develop an effective governance framework: Learn to create and implement
a framework for electronic security governance, including policies,
procedures, risk assessments, and incident response plans.

4. Manage electronic security risks: Acquire skills in identifying, assessing, and
managing electronic security risks through techniques such as risk mitigation
and risk acceptance.

5. Establish security controls and measures: Learn to select, implement, and
manage appropriate security controls, such as access controls, encryption,
authentication, and monitoring systems, based on risk assessments and
business requirements.

Module Learning
Outcomes

Balal) @l olryee
EWINY]

1. Understand the fundamental concepts and principles of electronic security
governance, including risk management, threat assessment, and security
frameworks.

2. lIdentify and analyze potential vulnerabilities in electronic systems, networks,
and infrastructure, and develop strategies to mitigate these risks.

3. Apply industry best practices and regulatory compliance frameworks to
ensure the confidentiality, integrity, and availability of electronic information
and assets.

4. Develop effective incident response plans and procedures to address security
breaches, cyberattacks, and other electronic security incidents.

5. Evaluate and select appropriate electronic security technologies and tools to
enhance the protection and resilience of electronic systems and networks.

6. Assess the impact of emerging technologies and trends on electronic security
governance, such as cloud computing, Internet of Things (loT), and artificial
intelligence (Al).

7. Communicate and collaborate effectively with stakeholders, including senior
management, IT teams, and legal departments, to develop and implement
comprehensive electronic security strategies and policies.

Indicative Contents
Lol Olgisall

Introduction to electronic security governance: Overview of electronic security

concepts, principles, and regulatory frameworks.
Risk management and threat assessment: Understanding risk assessment
methodologies, threat modeling, and vulnerability analysis to identify potential

security risks.

Security frameworks and compliance: Examination of industry standards,




frameworks, and compliance regulations such as ISO 27001, NIST Cybersecurity
Framework, and GDPR.

Incident response and management: Developing effective incident response plans,
incident handling procedures, and strategies to mitigate the impact of security

breaches and cyber attacks.

Security technologies and tools: Exploration of electronic security technologies,
including firewalls, intrusion detection systems, encryption, access controls, and

security monitoring tools.

Emerging technologies and trends: Analysis of the impact of emerging technologies
like cloud computing, 10T, Al, and their implications for electronic security

governance.

Stakeholder engagement and communication: Effective communication strategies
to engage stakeholders, collaborate with IT teams, legal departments, and senior

management in implementing electronic security strategies and policies.

Learning and Teaching Strategies

oty @l ol

Strategies

Risk-based approach: Adopt a risk-based approach to prioritize electronic security
efforts, focusing on areas with the highest potential risks and vulnerabilities. This
helps allocate resources effectively and efficiently.

Security awareness and training: Implement regular training programs to educate
employees and stakeholders about electronic security risks, best practices, and their
roles and responsibilities in maintaining a secure environment. This increases
awareness and helps create a security-conscious culture.

Incident response planning and testing: Develop comprehensive incident response
plans and regularly conduct drills and tests to ensure an effective response to
security incidents. This helps minimize the impact of incidents and enables quick
recovery.




Student Workload (SWL)
LCW‘ Vol (S PE g,JUaU LS""‘JJ“” d.o.?z_”

Structured SWL (h/sem) 48 Structured SWL (h/w) 3
el I CIllal) @lisiall qulyll) Janl) L gasl CIUal) @hatiall (gubyd] Joasd

Unstructured SWL (h/sem) - Unstructured SWL (h/w) 3
i)l I LIl claiall e gobdl Josell b gonl Ul plaiiall e gulyldl Josull

Total SWL (h/sem)
Jradd] I3 IUall S gyl Jasd

100

Module Evaluation

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2 and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
Sl (£9mdl Zlgiall
Material Covered

Week 1 Introduction to electronic security governance

Week 2 Risk assessment and management

Week 3 Security policy development and implementation

Week 4 | Security compliance frameworks (e.g., GDPR, PCI DSS)

Week 5 Security controls and technologies

Week 6 Incident response planning and management

Week 7 Legal and ethical considerations in security governance

Week 8 Security awareness and training programs

Week 9 Security governance in cloud computing




Week 10 | Security metrics and performance measurement
Week 11 | Vendor and third-party risk management
Week 12 | Security governance for mobile and BYOD environments
Week 13 | Compliance requirements and frameworks (e.g., GDPR, HIPAA)
Week 14 | Security auditing and assessment
Week 15 | Review of key concepts and principles
Course review and preparation for the final exam
Week 16 | Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1
Week 2
Week 3
Week 4
Week 5
Week 6
Week 7
Week 8
Week 9
Week 10
Week 11
Week 12

Learning and Teaching Resources
BYSRILENESURRIWY:

Text

Available in the Library?

"Information Security Governance Simplified: From the

Required Texts No
Boardroom to the Keyboard" by Todd Fitzgerald (2019)
Recommended "Security Governance: A Continuous Improvement Model" by N
o)
Texts Tari Schreider (2020)

Websites

https://




Grading Scheme

Gl lalases

Group Grade geRt] Marks % | Definition

A - Excellent Sl 90 - 100 Outstanding Performance

B - Very Good I dae 80 -89 Above average with some errors
(Ssut;:tiefgoc)iroup C - Good dax 70-79 Sound work with notable errors

D - Satisfactory Jaugie 60 - 69 Fair but with major shortcomings

E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail ) (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title Digital Forensics Module Delivery

Module Type C Theory
Lecture

Module Cod -

odule Code CYBS-409 Lab

ECTS Credits 5 O Tutorial
O Practical

SWL (hr/sem) 125 O Seminar

Module Level 4 Semester of Delivery

Administering Department College

Module Leader Name e-mail E-mail

Module Leader’s Acad. Title

Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name

Name e-mail E-mail

Scientific Committee Approval

Date

Version Number

1.0

Relation with other Modules

3 Ayl Slgall ao dBall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents

LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
Gy ! BaLad) Lol

1.

2.

Introduction to digital forensics: Provide an overview of digital forensics
principles, methodologies, and the role of digital forensics in investigations.

Digital evidence acquisition: Teach techniques and tools for collecting and
preserving digital evidence in a forensically sound manner.

Forensic analysis: Explore methods for analyzing digital evidence, including
file systems, network traffic,c, memory, and mobile devices, to uncover
relevant information and artifacts.

Incident response and investigation: Cover procedures and best practices
for conducting incident response and investigations in cases of cybercrime or
security breaches.

Legal and ethical considerations: Address the legal and ethical aspects of
digital forensics, including privacy, chain of custody, admissibility of evidence,
and proper documentation.

Malware analysis: Introduce techniques for analyzing and understanding
malicious software, including static and dynamic analysis, to identify and
mitigate security threats.

Reporting and testimony: Develop skills in preparing clear and
comprehensive forensic reports and presenting findings as expert testimony
in legal proceedings.

Module Learning
Outcomes

83l edaddl Ol y3e0
oyl

P wnN e

U

Understanding digital forensics principles and methodologies.

Acquiring and preserving digital evidence in a forensically sound manner.
Analyzing digital evidence to uncover relevant information and artifacts.
Conducting incident response and investigations in cases of cybercrime or
security breaches.

Comprehending legal and ethical considerations in digital forensics.
Analyzing and understanding malicious software through malware analysis.
Preparing comprehensive forensic reports and presenting findings as expert
testimony.

Indicative Contents
dolén Y wlgisad!

Introduction to digital forensics: Overview of digital forensics principles,
methodologies, and its role in investigations.

Digital evidence acquisition: Techniques and tools for collecting and
preserving digital evidence in a forensically sound manner.

Forensic analysis: Methods for analyzing digital evidence, including file
systems, network traffic, memory, and mobile devices.

Incident response and investigation: Procedures and best practices for
conducting incident response and investigations in cybercrime or security
breaches.

Legal and ethical considerations: Understanding the legal and ethical
aspects of digital forensics, including privacy, chain of custody, and
admissibility of evidence.

Malware analysis: Techniques for analyzing and understanding malicious




software through static and dynamic analysis.
° Reporting and testimony: Skills in preparing clear forensic reports and

presenting findings as expert testimony in legal proceedings.

Learning and Teaching Strategies

oty el ol el

e Hands-on practical exercises: Provide hands-on exercises and simulations to
allow students to apply digital forensics techniques in realistic scenarios.

e (Case studies and real-world examples: Use case studies and real-world
examples to illustrate the application of digital forensics in various contexts,

Strategies
& such as cybercrime investigations or data breaches.

e Collaborative learning: Encourage collaboration and group discussions to
promote knowledge sharing, problem-solving, and the exchange of
experiences and perspectives in the field of digital forensics.

Student Workload (SWL)

LC}:&.MJ‘ Vo) O gnmo g,JUaJJ LwaJJ\ JADL]‘
Structured SWL (h/sem) 63 Structured SWL (h/w) 4
dradll I Il elasiall bl Jozxdl e gonl CUall elasiall (qsly) Jaell
Unstructured SWL (h/sem) 2 Unstructured SWL (h/w) 4
)l I CIlall claiall & gobdl Jodl b gonl Ul plainall e gyl Jossll
Total SWL (h/sem) 125
dwad)l s Il L“,JS.J\ téwbﬂl Jo=d|

Module Evaluation

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All




Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)

Material Covered

Week 1 Introduction to Digital forensics
Week 2 Evidence Acquisition and Preservation
Week 3 File Systems and Data Storage
Week 4 Forensic Imaging and Analysis Tools
Week 5 Network Forensics
Week 6 Memory Forensics
Week 7 Mobile Device Forensics
Week 8 Database and Cloud Forensics
Week 9 Malware Analysis
Week 10 | Forensic Analysis of Artifacts
Week 11 | Incident Response and Forensic Readiness
Week 12 | Legal and Ethical Issues in Digital Forensics
Week 13 | Advanced Topics in Digital Forensics
Week 14 | Advanced Topics in Digital Forensics
Week 15 | Capstone Project and Review
Week 16 Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1 Overview of digital forensics
Week 2 Reviewing Data acquisition methods
Week 3 Introduction to file systems (FAT, NTFS, ext)
Week 4 Popular forensic tools (e.g., EnCase, FTK, Autopsy), Working with disk images
Week 5 Capturing and analyzing network traffic
Week 6 Memory acquisition techniques
Week 7 Acquiring data from mobile devices




Week 8 Investigating cloud-based applications

Week 9 Analyzing malware behavior and characteristics
Week 10 | Social media and cloud-based artifacts

Week 11 | Forensic readiness planning

Week 12 | Exam preparation and review

Learning and Teaching Resources
WJ.J.SJb M‘)Jw

Text

Available in the Library?

"Digital Forensics with Open Source Tools" by Cory Altheide

Required Texts No
and Harlan Carvey (2021)
Recommended "Digital Forensics: Threatscape and Best Practices" by John
Texts Sammons and Kevin G. Mansfield (2022) No
Websites https://
Grading Scheme
C’.)b,v.).” Lo
Group Grade el Marks % | Definition
A - Excellent el 90 - 100 Outstanding Performance
B - Very Good B Ve 80-89 Above average with some errors
(S:(;:(ielsgo(;iroup C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory Jowgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Al 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title Information Risk Management | Module Delivery

Module Type C Theory

Module Code CYBS-411 ecure

ECTS Credits 4 X Tutorial
[ Practical

SWL (hr/sem) 100 [0 Seminar

Module Level 4 Semester of Delivery

Administering Department College

Module Leader Name e-mail E-mail

Module Leader’s Acad. Title Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name Name e-mail E-mail

Sthtte:tific Committee Approval Version Number 1.0

Relation with other Modules
3! Ayl sl gall ao A8l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents

LaliyYl lgisally phall 5L 9 Ayl B3l LIl

1. Understand the principles and concepts of information risk management.
2. Learn the process of identifying, assessing, and mitigating information
security risks.
Module Objectives 3. Develop skills in implementing risk management frameworks and
Gyl 8oLl Colua] methodologies.
4. Gain knowledge of regulatory and legal requirements related to information
risk management.
5. Learn how to develop and communicate effective risk management
strategies and plans.
1. Ability to identify and assess information security risks within an
organizational context.
2. Proficiency in implementing risk management frameworks and
methodologies.
Module Learning 3. Understanding of legal and regulatory requirements related to information
Outcomes risk management.
4. Skill in developing and implementing risk mitigation strategies and controls.
3ol ‘Q,l,:m Ol yso 5. Knowledge of incident response and business continuity planning for
Gy effective risk management.
6. Competence in conducting risk assessments and communicating findings to
stakeholders.
7. Awareness of emerging trends and best practices in information risk

management.

Indicative Contents
doli Y wlgisal!

Introduction to Information Risk Management

Overview of information risk management principles, concepts, and

frameworks.

Understanding the importance of information security and risk

management in organizations.

Risk Assessment and Analysis

Techniques for identifying and assessing information security risks.

Risk analysis methodologies, such as qualitative and quantitative risk
assessments.

Risk Mitigation Strategies and Controls

Selection and implementation of risk mitigation strategies and controls.

Best practices for developing effective security controls and

countermeasures.




Legal and Regulatory Requirements

Understanding legal and regulatory frameworks related to information risk
management.
Compliance requirements, such as data protection laws and industry-

specific regulations.

Incident Response and Business Continuity Planning

Developing incident response plans to mitigate the impact of security
incidents.
Business continuity planning to ensure the organization's resilience in the

face of disruptions.

Risk Communication and Reporting

Effective communication of risk assessment findings to stakeholders.
Reporting formats and methods for presenting risk management

information.

Emerging Trends and Technologies

Exploring emerging trends and technologies in information risk
management.
Understanding the impact of technologies such as cloud computing, loT,

and Al on risk management.

Learning and Teaching Strategies

odanlly @lazll Ol

Strategies

Practical Application: Emphasize hands-on exercises and simulations to apply
risk management concepts in real-world scenarios.

Industry Insights: Invite guest speakers and incorporate case studies to
provide practical insights and experiences from professionals in the field.
Collaborative Learning: Foster collaboration among students through group
projects and discussions to encourage knowledge sharing and diverse
perspectives.




Student Workload (SWL)
LC}guu‘ Yol & g0 g,JLL’.zU stb.ﬂ\ d.o?;.”

Structured SWL (h/sem) 18 Structured SWL (h/w) 3
Jradl IS5 CIlal) alaiadl (guhyl Joss! L gl CUal) latiall (gl ol

Unstructured SWL (h/sem) 5> Unstructured SWL (h/w) 3
el s CIlall plaziadl p ool Josdd! b gl JUal) elaiiall pe byl Joell

Total SWL (h/sem)
dwadl s Il g&ﬂ L?.ubJJl el

100

Module Evaluation

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
Sl (£ 9 zleiall
Material Covered
Week 1 Introduction to Information Risk Management
Week 2 Threat Landscape Analysis
Week 3 Risk Assessment Methodologies
Week 4 Risk Mitigation Strategies
Week 5 Security Governance and Compliance
Week 6 Incident Response and Business Continuity Planning
Week 7 Threat Intelligence and Security Monitoring




Week 8 Risk Communication and Reporting
Week 9 | Vendor and Third-Party Risk Management
Week 10 | Risk Assessment Tools and Technologies
Week 11 | Risk Management in Cloud Computing
Week 12 | Data Privacy and Protection
Week 13 | Risk Management in Mobile and 0T Environments
Week 14 | Emerging Trends in Information Risk Management
Week 15 | Final Project/Presentation
Week 16 | Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1
Week 2
Week 3
Week 4
Week 5
Week 6
Week 7
Week 8
Week 9
Week 10
Week 11
Week 12

Learning and Teaching Resources
L)J.t:))m‘j M‘)JL@O

Text

Available in the Library?

"Information Risk Management: A Practitioner's Guide" by

Required Texts ) No
Jason Ha and Julia Allen (2019)
"Information Risk and Security: Preventing and Investigating
Recommended
—_ Workplace Computer Crime" by Edward Wilding and No
exts
Andrew Jones (2019)
Websites https://




Grading Scheme

Gl labases

Group Grade geRt] Marks % | Definition

A - Excellent Sl 90 - 100 Outstanding Performance

B - Very Good [NENVES 80 - 89 Above average with some errors
Success Group -
(50 - 100) C - Good dax 70-79 Sound work with notable errors

D - Satisfactory Jawgie 60 - 69 Fair but with major shortcomings

E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl u8) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail ) (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

, Intelligent Analysis of Security _
Module Title Module Delivery
Threats

Module Type C Theory
Lecture

Module Code CYBS-410 O Lab

ECTS Credits 4 Tutorial
[ Practical

SWL (hr/sem) 100 [ Seminar

Module Level 4 Semester of Delivery

Administering Department College

Module Leader Name e-mail E-mail

Module Leader’s Acad. Title Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name Name e-mail E-mail

Scientific Committee Approval Version Number 1.0

Date

Relation with other Modules
S5 dslyll Slgall ao A3l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl lgisally phall 5L 9 Ayl B3l LIl

1. Understand the fundamentals of security threat analysis and its role in
protecting organizations from cyber threats.
2. Explore the techniques and tools used for collecting, processing, and
analyzing security data.
Module Objectives 3. . Gai.n knowled'ge of machine .Iearning algorithms and their application in
Ayl Bloll slual intelligent securlt.y thr(?at analy5|s.. N o
4, Learn how to identify anomalies and detect malicious activities through
behavioral analysis.
5. Develop skills in malware analysis and classification to identify and mitigate
security risks.
6. Understand the importance of threat intelligence platforms, automation,
and visualization in efficient security threat analysis.
1. Ability to perform effective security threat analysis using intelligent systems
and methodologies.
2. Proficiency in collecting, processing, and analyzing security data to identify
potential threats and vulnerabilities.
Module Learning 3. Understanding of machine learning algorithms and their application in
Outcomes detecting and mitigating security risks.
4, Skill in identifying anomalies and detecting malicious activities through
; ) behavioral analysis.
sl M‘ Sl 5. Competence in malware analysis and classification to identify and respond
dslylll to security threats.
6. Knowledge of utilizing threat intelligence platforms, automation, and
visualization tools for efficient security analysis.
7. Awareness of emerging trends and best practices in intelligent security

threat analysis.

Indicative Contents
dolin Y wlgisad!

Introduction to Security Threat Analysis

Overview of security threat analysis and its importance in modern cybersecurity.

Understanding the threat landscape and the evolving nature of cyber
threats.

Data Collection and Processing

Techniques for collecting and processing security data from various sources.

Data cleaning, transformation, and normalization for effective analysis.

Machine Learning for Security Analysis

Introduction to machine learning algorithms and their application in
security threat analysis.

Supervised and unsupervised learning techniques for anomaly detection
and threat classification.
Behavioral Analysis and Anomaly Detection

Analyzing patterns and behaviors to detect anomalies and potential

security threats.




Techniques for behavioral profiling and identifying abnormal activities.
e Malware Analysis and Classification
Methods for analyzing and classifying malicious software.

Static and dynamic analysis techniques for understanding malware behavior.

Threat Intelligence and Automation
Utilizing threat intelligence platforms and automation tools for efficient
security analysis.
Leveraging threat intelligence feeds, indicators, and threat hunting
techniques.
. Incident Response and Incident Handling
Incident response processes and procedures for handling security
incidents.
Analyzing incident data, coordinating responses, and implementing
mitigation measures.
. Visualizations and Reporting
Data visualization techniques for presenting security analysis results.
Creating comprehensive reports to communicate findings and
recommendations.
. Risk Assessment and Threat Modeling
Assessing and prioritizing security risks based on potential impact and
likelihood.
Techniques for threat modeling to identify vulnerabilities and potential
threats.
. Emerging Technologies and Future Trends
Exploring emerging technologies in intelligent security threat analysis, such
as Al-driven analytics and threat hunting.
Understanding current and future trends in the field of security threat

analysis.

Learning and Teaching Strategies

oedally elazll Slianilil

Strategies

Continuous Learning: Foster a culture of continuous learning to stay updated on
emerging threats and evolving analysis techniques.
Automation and Machine Learning: Harness the power of automation and machine
learning to efficiently process data and identify potential security threats.
Collaboration and Information Sharing: Encourage collaboration and information
sharing among security professionals to leverage collective knowledge and improve
threat analysis capabilities.




Student Workload (SWL)
LC}guu‘ Yol & g0 g,JUaU stb.ﬂ\ d.o.?z_”

Structured SWL (h/sem) 18 Structured SWL (h/w) 3
il M CIlall @laiall gyl Josell L gl CUal) latiall (gl ol

Unstructured SWL (h/sem) 5> Unstructured SWL (h/w) 3
el s LIl plaziadl e gelyldl Josdd! b gl JUal) elaiiall pe byl Joell

Total SWL (h/sem)
dwadl s Il g&ﬂ (éwaJl el

100

Module Evaluation

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 | LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
Sl (£ gedl 7lgnel!
Material Covered
Week 1 | Introduction to Intelligent Security Threat Analysis
Week 2 | Foundations of Security Threat Intelligence
Week 3 | Data Collection and Processing Techniques
Week4 | Machine Learning Fundamentals for Security Analysis
Week 5 | Anomaly Detection
Week 6 | Threat Hunting and Behavioral Analysis
Week 7 | Malware Analysis and Classification




Week 8 | Network Traffic Analysis and Intrusion Detection
Week 9 | Threat Intelligence Platforms and Automation
Week 10 | Case Studies in Intelligent Security Threat Analysis
Week 11 | Threat Modeling and Risk Assessment
Week 12 | Incident Response and Incident Handling
Week 13 | Security Visualization and Reporting
Week 14 | Emerging Technologies in Intelligent Security Analysis
Week 15 | Review
Week 16 | Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1
Week 2
Week 3
Week 4
Week 5
Week 6
Week 7
Week 8
Week 9
Week 10
Week 11
Week 12

Learning and Teaching Resources
U,‘.«_.')J.Aﬂlj M‘)JL@Q

Text Available in the Library?
Required Texts No
"Threat Intelligence and Cyber Threat Hunting: A Guide to
Proactively Hunting Unknown Cyber Threats" by Ido
Recommended
Solomon (2021). No
Texts

"Artificial Intelligence for Cybersecurity" by Annamalai
Lakshmanan and K. R. Chaturvedi (2020).




Websites https://
Grading Scheme
Gl lalases

Group Grade geRt] Marks % | Definition

A - Excellent Sl 90 - 100 Outstanding Performance

B - Very Good I due 80 -89 Above average with some errors
(Ssu(;:felsgoc)iroup C - Good dax 70-79 Sound work with notable errors

D - Satisfactory Jaugie 60 - 69 Fair but with major shortcomings

E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Axlaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail ) (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
Laly 1 B3l ologlas

Module Title Operating Systems Security Module Delivery

Module Type C Theory
X]

Module Code CYBS-407 t:;ture

ECTS Credits 5 [ Tutorial
O Practical

SWL (hr/sem) 125 O Seminar

Module Level 4 Semester of Delivery

Administering Department College

Module Leader Name e-mail E-mail

Module Leader’s Acad. Title Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name Name e-mail E-mail

SDcaitt-::tific Committee Approval Version Number 1.0

Relation with other Modules

3 Ayl Slgall ao dBall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl lgisally phall 5L 9 Ayl B3l LIl

1. Understanding OS Security: Develop a solid understanding of operating
system security concepts, including vulnerabilities, threats, and best
practices.

2. Secure OS Configuration: Gain the ability to securely configure and harden
operating systems to mitigate risks and enhance overall security posture.

3. Authentication and Access Control: Apply effective authentication and access
control mechanisms to ensure proper user authentication, authorization, and
privilege management.

Module Objectives 4, VuInerab.iI.it.y I\/I.anageme.nt: Learn techniques t<.3 identify, assess, and mitigate
Ayl 3Ll ol vuInerab!I!Ues in o.peratlng systems through timely patch management and
vulnerability scanning.

5. Malware Detection and Prevention: Acquire skills to detect, prevent, and
respond to malware threats targeting operating systems, ensuring their
integrity and availability.

6. Incident Response and Recovery: Develop the capability to effectively
respond to security incidents affecting operating systems and implement
recovery procedures to restore system functionality.

7. Security Auditing and Monitoring: Implement security auditing and
monitoring techniques to track and analyze activities within operating
systems, detecting and responding to potential security breaches.

1. Gain a comprehensive understanding of operating system security principles,
encompassing vulnerabilities, threats, and mitigation strategies.

2. Employ secure configuration practices to fortify and safeguard operating
systems from potential breaches.

3. Implement robust authentication and access control mechanisms to ensure

Module Learning the proper identification and authorization of users.

Outcomes 4. ldentify, evaluate, and mitigate operating system vulnerabilities through
proactive management of patches and vulnerability assessments.

8oleld @laddl Ol g0 5. Develop proficiency in detecting, preventing, and responding to malware

duwlyl) attacks directed at operating systems.

6. Acquire the necessary skills for effective incident response and system
recovery in the face of security incidents.

7. Establish and maintain a comprehensive security auditing and monitoring

framework to track and analyze operating system activities, ensuring
compliance and early detection of potential security breaches.

Indicative Contents
Aol wlgizall

Introduction to OS Security: Overview of operating system security concepts,
vulnerabilities, and threats.

Secure Configuration Techniques: Techniques for securely configuring and
hardening operating systems to minimize security risks.

Authentication Mechanisms: Understanding different authentication
methods and implementing secure authentication practices within operating

systems.




Access Control Models: Exploring access control models and implementing
effective access control mechanisms to ensure proper user authorization.

. Vulnerability Management Practices: Identifying, assessing, and mitigating
vulnerabilities in operating systems through proactive patch management
and vulnerability scanning.

° Malware Detection and Prevention Strategies: Techniques for detecting
and preventing malware threats targeting operating systems.

° Incident Response and Recovery: Developing incident response plans,
handling security incidents, and implementing recovery procedures for
operating systems.

. Security Auditing and Monitoring: Implementing security auditing and

monitoring practices to track and analyze activities within operating systems,

ensuring compliance and detecting potential security breaches.

Learning and Teaching Strategies

oty el ol el

Strategies

Defense-in-Depth Approach: Implement multiple layers of security controls at various
levels of the operating system to provide comprehensive protection against different
types of threats.

Regular Patching and Updates: Establish a proactive approach to patch
management, ensuring timely installation of security updates and patches to address
known vulnerabilities.

User Education and Awareness: Conduct training programs to educate users about
operating system security best practices and raise awareness about potential risks
and threats.

Continuous Monitoring and Auditing: Implement robust monitoring and auditing
mechanisms to track and analyze operating system activities, detect security
incidents, and ensure compliance with security policies.

Student Workload (SWL)
e gl 10 J gaumn cJUall oyl Jossd!

Structured SWL (h/sem) 63 Struct;ured SWL (h/w) 4
Jradll I Clall plaiiall (ol ldl Jod! e gl IUall @latiadl gyl Josxd!

Unstructured SWL (h/sem) 62 Unstr:Jctured SWL (h/w) 5
Jadl I Clall plaiiall p (gl Joze) b gl IUal) olatiadl p& (gl Josdl)

Total SWL (h/sem) 125




il s Il S bl Jass)

Module Evaluation

dcanly)] 3ol ot

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2 and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)

Material Covered
Week 1 Introduction to Operating System Security
Week 2 Types of Operating Systems
Week 3 Threat Modeling for Operating Systems
Week 4 | Secure Boot and Firmware Integrity
Week 5 Secure Operating System Design Principles
Week 6 Secure Operating System Design Principles
Week 7 Secure Interprocess Communication
Week 8 Secure Interprocess Communication
Week 9 Secure File Systems
Week 10 | Secure Mobile Operating Systems
Week 11 | Common Types of OS Attacks
Week 12 | Cloud Security for Operating Systems
Week 13 | Incident Response and Forensics for OS
Week 14 | Secure Configuration and Hardening of OS
Week 15 | Defenses and Countermeasures for OS Attacks
Week 16 | Exam




Delivery Plan (Weekly Lab. Syllabus)

Material Covered
Week 1 Reviewing of Windows OS security
Week 2 Samples of different types of operating systems
Week 3 Implementation of how to perform threat modeling for OS security
Week 4 Shows how to Explore secure boot mechanisms
Week 5 Examples for Principle of least privilege
Week 6 Secure default configurations
Week 7 Process mechanisms
Week 8 Mitigating vulnerabilities in IPC protocols
Week 9 File system security models (e.g., Unix file permissions, NTFS permissions)
File system encryption
Week 10 | Mobile OS security architecture (i0S, Android)
Mobile app security
Week 11 | Understand the impact of attacks on OS security
Week 12 Exam
Learning and Teaching Resources
U»:.J).J.ﬂb ‘olxﬁ\ ).)L,m
Text Available in the Library?
Required Texts "Operating System Security" by Trent Jaeger (2013) No
Recommended
"Operating System Security" by Heikki Karppinen (2019) No
Texts
Websites https://
Grading Scheme
Ol alaso
Group Grade el Marks % | Definition
A - Excellent il 90 - 100 Outstanding Performance
B - Very Good (BESNVES 80 -89 Above average with some errors
(Ssu;c-els;oc)iroup C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory Lugio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgado 50-59 Work meets minimum criteria
Fail Group FX - Fail (2ol W8) csly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required




Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.
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Module Information
Laly 1 B3l ologlas

Module Title Web Applications Security Module Delivery

Module Type C Theory
Lecture

Module Cod -

odule Code CYBS-408 Lab

ECTS Credits 5 O Tutorial
[ Practical

SWL (hr/sem) 125 O Seminar

Module Level 4 Semester of Delivery

Administering Department College

Module Leader Name e-mail E-mail

Module Leader’s Acad. Title

Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name

Name e-mail E-mail

Scientific Committee Approval

Date

Version Number

1.0

Relation with other Modules

3 Ayl Slgall ao dBall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl lgisally phall 5L 9 Ayl B3l LIl

1. Confidentiality: Protect sensitive information from unauthorized access or

disclosure.
2. Integrity: Ensure that data and resources within the application are not
modified or tampered with by unauthorized individuals or systems.
3. Authentication: Verify the identity of users or systems accessing the web
application.
Module Objectives 4.  Authorization: Control and enforce access rights and permissions within
o)yl Balad) Lol the application.
5. Availability: Ensure that the web application is accessible and operational

for authorized users when needed.

6. Secure communications: Protect the confidentiality and integrity of data
transmitted between the web application and its users.

7. Secure development practices: Follow secure coding practices and
implement secure software development lifecycle processes to minimize
vulnerabilities.

Understanding common web application vulnerabilities and attack vectors.
Module Learning Implementing effective authentication and authorization mechanisms.

Applying secure coding practices to prevent common security flaws.
Outcomes pplying gp p y

Configuring secure communication protocols, such as HTTPS/SSL/TLS.
Conducting security testing and vulnerability assessments.

dalel ‘d&m Ol
Ayl

Developing incident response plans to address security breaches.

No Uy .k wnNe

Promoting security awareness and best practices among users and
development teams.

e Introduction to web application security: Overview of common threats,
attack vectors, and security challenges specific to web applications.

e Web application architecture and technologies: Understanding the
components, frameworks, and technologies used in web application
development and their security implications.

e Common web application vulnerabilities: In-depth exploration of common
vulnerabilities such as XSS, SQL injection, CSRF, and others, along with

L. techniques to detect and mitigate them.
Indicative Contents

%JL&J}” CJE’W\

e Authentication and session management: Best practices for implementing
secure authentication mechanisms, session handling, and protection against
session-related attacks.

e Authorization and access control: Techniques for implementing granular
access control, role-based access, and proper authorization mechanisms.

e Secure coding practices: Teaching secure coding techniques and guidelines to
prevent common security flaws, such as input validation, output encoding,
and secure data storage.

e Secure communication: Understanding secure communication protocols




(HTTPS/SSL/TLS) and their configuration to protect data during transit.

e Security testing and assessment: Techniques for conducting security testing,
vulnerability assessments, and penetration testing to identify and address
vulnerabilities.

e Incident response and management: Developing incident response plans,
understanding the steps involved in responding to security incidents, and
mitigating the impact.

e Security best practices and industry standards: Familiarity with industry

standards and frameworks like OWASP Top 10, secure software development

lifecycle (SDLC), and security compliance regulations.

Learning and Teaching Strategies

oty el ol el

Hands-on practical exercises: Engage students in hands-on activities and lab sessions
to apply their knowledge and skills in real-world scenarios.

Case studies and real-world examples: Use case studies and real-world examples to
illustrate the impact of vulnerabilities and highlight the importance of implementing

Strategies )
robust security measures.

Continuous assessment and feedback: Implement regular assessments and provide
timely feedback to evaluate students' understanding and address any gaps in
knowledge or misconceptions.

Student Workload (SWL)

LC—W| Vo) O gwen Jlal stbu\ﬂ Jed
Structured SWL (h/sem) 63 Structured SWL (h/w) 4
il s LIl elaziadl gelyldl Josd! b gend CUall eliaiiall (ool ) ol
Unstructured SWL (h/sem) 62 Unstructured SWL (h/w) 4
i)l I LIl clasiall e gobdl Jooell b gunl Ul platiall e oyl Josell
Total SWL (h/sem) 125
Gt s LIl g&l\ L?.ub.JJl Jel

Module Evaluation




FURV WP

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)

Gl Lol
Material Covered
Week1 | Introduction to Web Application Security
Week2 | Web Application Architecture and Technologies
Week 3 | Threat Modeling and Risk Assessment
Week 4 | Input Validation and Output Encoding
Week 5 | Authentication and Session Management
Week 6 | Access Control and Authorization
Week 7 | Secure Error Handling and Logging
Week 8 | Secure Communication and Cryptography
Week 9 | Security Testing and Code Review
Week 10 | Security in Web Services and APIs
Week 11 | Secure File and Data Handling
Week 12 | Secure Configuration Management
Week 13 | Web Application Firewalls and Intrusion Detection Systems
Week 14 | Secure Software Development Life Cycle (SDLC)
Week 15 | Review
Week 16 | Exam




Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week 1

Overview of web application security concepts

Week 2 Overview of web technologies and frameworks

Week 3 | Conducting threat modeling for web applications

Week 4

Implementing input validation techniques to prevent injection attacks

Week 5 | Secure authentication mechanisms and best practices

Week 6 | Implementing granular access control mechanisms

Week 7 | Implementing secure logging and monitoring mechanisms

Week 8 | Overview of cryptographic concepts and best practices

Week 9 | Performing code reviews to identify security flaws and vulnerabilities

Week 10 | Securing web services and APIs

Week 11 | Proper handling and storage of sensitive data

Week 12 Exam

Learning and Teaching Resources
u‘e)u\ﬂ\g ‘oh;d\)bl,sm

Text Available in the Library?
"Web Application Security: A Beginner's Guide" by Bryan
Required Texts No
Sullivan and Vincent Liu (2020)
Recommended "Web Application Security, A Complete Guide" by Gerardus
Texts Blokdyk (2022) No
Websites https://
Grading Scheme
Ol gl Jabaseo
Group Grade il Marks % | Definition
A - Excellent il 90 - 100 Outstanding Performance
B - Very Good (BESNVES 80 -89 Above average with some errors
(Ssul;:(iels;oc)iroup C - Good da 70-79 Sound work with notable errors
D - Satisfactory Lugio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgatn 50-59 Work meets minimum criteria
Fail Group FX — Fail (Alaadl 08) cwly | (45-49) More work required but credit awarded
(0-49) F — Fail el (0-44) Considerable amount of work required




Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.
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Module Information
Laly 1 B3l ologlas

Module Title Coding and Information Theory Module Delivery

Module Type Core Theory
Lecture

Module Code -

CYBS-301 Lab

ECTS Credits 8 X Tutorial
[ Practical

SWL (hr/sem) 150 O Seminar

Module Level 3 Semester of Delivery

Administering Department College

Module Leader Name e-mail E-mail

Module Leader’s Acad. Title

Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name

Name e-mail E-mail

Scientific Committee Approval

Date Version Number 1.0
Relation with other Modules
31 Ayl Slgall ao A8l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl lgisally phall 5L 9 Ayl B3l LIl

1. Gain a solid understanding of the fundamental concepts and principles of
coding theory and information theory.

2. Learn various coding techniques used for error detection, error correction,
data compression, and encryption.

3. Develop practical skills by implementing coding algorithms and techniques in
programming languages to solve real-world problems.

Module Objectives 4. Explore different error detection and correction codes and techniques, such
Ayl Bl CBlua| as Hamming codes, Reed-Solomon codes, and convolutional codes, and
understand their applications in reliable data transmission.

5. Gain insights into the concept of channel capacity and understand how
coding theory can be used to achieve reliable communication over noisy
channels.

6. Explore practical applications of coding and information theory in various
fields, such as telecommunications, data storage, wireless communication,
and network security.

7. Students will have a strong understanding of various coding techniques used
for error detection, error correction, data compression, and encryption.

8. Students will be able to design and implement coding algorithms in
programming languages to solve practical problems.

Module Learning 9. Students will be skilled in detecting and correcting errors in data
Outcomes transmission.
10. Students will have an introductory understanding of quantum information
Bolel) @latll ilorysee theory, quantum error correction, and quantum cryptography.
Gy ) 11. They can contribute to the development and implementation of coding
schemes in real-world systems
12. They will be prepared for careers in telecommunications, data science,

cryptography, network security, and other related fields where coding and
information theory play a crucial role

Indicative Contents
Aol wlgizall

Indicative content includes the following.

Coding Theory: The study of methods and techniques for representing and

transmitting data efficiently and reliably, particularly through the use of error

detection and correction codes.

Information Theory: The branch of mathematics and computer science that deals

with quantifying and measuring information, including the study of data

compression, communication, and the fundamental limits of data processing.

Entropy: A measure of the average amount of information or uncertainty in a random

variable or data source. It represents the minimum average number of bits required

to encode the information.




Source Coding: The process of compressing data to reduce redundancy and decrease
its size for efficient storage or transmission, while maintaining the ability to
reconstruct the original data accurately.

Channel Coding: The process of adding redundancy to data before transmission over
a noisy channel to enable error detection and correction at the receiver, improving
the reliability of the communication.

Error Detection: The process of detecting errors or changes in data caused by noise,
interference, or other factors during transmission or storage.

Error Correction: The process of identifying and correcting errors in data, usually
achieved through the use of error correction codes that can recover the original data
even if some errors occur.

Block Codes: Error correction codes that operate on fixed-sized blocks of data, adding
redundancy to the data to enable error detection and correction.

Learning and Teaching Strategies

Strategies

In a Coding and Information Theory course, effective learning and teaching
strategies can include a combination of theoretical understanding and
practical implementation. Strategies may involve lectures to introduce coding
techniques and information theory concepts, hands-on coding exercises to
reinforce learning, group projects to encourage collaboration and problem-
solving skills, real-world case studies to showcase practical applications,
interactive discussions to explore advanced topics, and regular assessments to
gauge student understanding. These strategies aim to provide students with a
solid foundation in coding theory and information theory, along with practical
coding skills for various applications.




Student Workload (SWL)
LCW' Vol (S PE g,JUaJJ LSV"‘J"U‘ JA?J\

Structured SWL (h/sem) 28 Structured SWL (h/w) c
ad)] M CIUal alasiall gwlyl Jooell L gasl CIUal) @hatiall (gubyd] Joasd

Unstructured SWL (h/sem) 2 Unstructured SWL (h/w) .
i)l INs LIl elaiall e gobdl Josell b gonl Ul plaiiall e gulyldl Josull

Total SWL (h/sem)
Jradd] I3 IUall S gyl Jasd

150

Module Evaluation

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2 and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
Sl (g5l Zlgiall
Material Covered

Week 1 Introduction to Coding and Information Theory

Week 2 Binary Codes and Error Detection

Week 3 Linear Codes and Error Correction

Week 4 Convolutional Codes

Week 5 Source Coding and Huffman Coding

Week 6 Arithmetic Coding and Lempel-Ziv-Welch (LZW) Compression

Week 7 Channel Capacity and Shannon's Theorem

Week 8 Error-Correcting Codes and Channel Coding

Week 9 Burst and Random Error Correction




Week 10

Cryptography and Error Correction

Week 11 | Advanced Topics in Coding Theory
Week 12 | Introduction to Quantum Information Theory
Week 13 | Quantum Error Correction
Week 14 | Quantum Cryptography
Week 15 | Review, Project Presentations, and Practical Wrap-up
Week 16 Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1 Lab 1: Introduction and cabling
Week 2 Lab 2: : Server Administrator — users and groups
Week 3 Lab 3: Server Administrator — Security Options
Week 4 Lab 4: Server Administrator — Files, Printer and Hard disk Management
Week 5 Lab 5: How to build a complete networks in Packet Tracer
Week 6 Lab 6: How to build a complete networks in Packet Tracer
Week 7 Lab 7: DHCP Server/ DNS Server - Packet Tracer
Week 8

Lab 7: HTTP protocol / E-Mail Server - Packet Tracer

Learning and Teaching Resources
u,‘ej..\illg ‘ohﬁ\)bl,sm

Text Available in the Library?
“A Student's Guide to Coding and Information Theory” , by
Required Texts No
Stefan M. Moser, Po-Ning , 2012
Recommended "Information Theory, Coding, and Cryptography" by Ranjan
Texts Bose, 2008 No
Websites https://www.coursera.org/learn/information-theory
Grading Scheme
CJL‘{)J” hlxe
Group Grade gest:i] Marks % | Definition
A - Excellent il 90 - 100 Outstanding Performance
;S:Sfefgoc;roup B - Very Good (BESNVES 80 -89 Above average with some errors
C - Good NVES 70-79 Sound work with notable errors




D - Satisfactory Jawgie 60 - 69 Fair but with major shortcomings

E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (A laadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail ol (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.
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Module Information
Laly 1 B3l ologlas

Module Title Cryptography (1) Module Delivery

Module Type C Theory
X]

Module Code CYBS-205 enre

ECTS Credits 8 X Tutorial
O Practical

SWL (hr/sem) 200 O Seminar

Module Level 2 Semester of Delivery

Administering Department Cyber Security College Type College Code

Module Leader e-mail

Module Leader’s Acad. Title Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name Name e-mail E-mail

SDt;:::tific Committee Approval Version Number 1.0

Relation with other Modules

S5 Ayl Sl gall ao A8l

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents

LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
dulyudl Baledl Colual

Teaching students:
1- Learn about cryptography and related algorithms (old and new)
2- In addition to the mathematical principles of cryptography
3- Cryptography is the practice and study of techniques used to secure
communication and protect information from unauthorized access or
modification.

Module Learning
Outcomes

aled) @il Ol y3en
Lalyl

After this course you will be able to

1. The student knows the concepts of codes and ciphers and the objectives of
data security

2. Teaching the student ancient and modern encryption algorithms, both
symmetric and asymmetric

3. The ability to implement and program different methods and build new
systems

4. Familiarize students with the basics of analyzing and breaking ciphers

Indicative Contents
dolin Y wlgisad!

Confidentiality: The primary objective of cryptography is to ensure the confidentiality
of information. This means that only authorized individuals or entities should be able
to access and understand the information. Cryptographic techniques such as
encryption can be used to transform data into an unreadable form, making it secure
even if it falls into the wrong hands.

[8 hrs]

Integrity: Cryptography aims to maintain the integrity of data, ensuring that it
remains unchanged during storage or transmission. Cryptographic mechanisms like
digital signatures and hash functions can be used to verify the integrity of data,
detecting any unauthorized modifications or tampering.

Authentication: Cryptography provides mechanisms for verifying the authenticity of
data, messages, or participants in a communication. Through techniques like digital
certificates, public-key infrastructure (PKI), and digital sighatures, cryptography can
ensure that the sender and receiver of information can trust each other's identity and
integrity.. [8hrs]

Non-repudiation: Non-repudiation is the property that prevents individuals from
denying their involvement in a communication or transaction. Cryptographic
techniques like digital signatures provide evidence of the origin of a message, making
it difficult for the sender to later deny sending it.

Key Management: Cryptography involves managing cryptographic keys, which are
essential for encryption, decryption, and other cryptographic operations. Key
management aims to ensure the secure generation, distribution. [8 hrs]




Learning and Teaching Strategies

Cryptography is the practice and study of techniques used to secure communication
Strategies and protect information from unauthorized access or modification. The objectives of
cryptography can vary depending on the specific context and goals.

Student Workload (SWL)

le gl V0 J g LIl L"S\Nbu\.” gres)
Structured SWL (h/sem) 108 Structured SWL (h/w) .
Jradll I CIlall plaiiall oyl Jodl e gl dUall olatiadl gyl Josxdl
Unstructured SWL (h/sem) 9 Unstructured SWL (h/w) 6
Jnadll IS LIl elasiadl e quhadl Josxd! b gl JUal) elaiiall s byl Josrll
Total SWL (h/sem) 200
ol M5 CIUal U1 gyl Jass)

Module Evaluation

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2 and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Week1 | |ntroduction, Terms and Basic Concepts

Week 2 Classical Encryption Techniques (Transposition) & (Substitution)
Week3 | Modern Encryption Techniques

Week4 | symmetric Crypto Primitives

Week5 | Stream Ciphers

Week 6 | |ntroduction to Number Theory

Week 7 Principles of Public key Cryptography and Cryptosystem
Week 8 | pyplic key Cryptography and RSA

Week9 | The RSA algorithm

Week 10 | Block Ciphers

Week 11 | Data Encryption Standard, DES

Week 12 | Aythentication Messages and Requirements

Week 13 | Hash Functions

Week 14 | Digital Signature

Week 15 | Review

Week 16 | Exam

Delivery Plan (Weekly Lab. Syllabus)
Material Covered

Week1l | | abl: The Programming Language is C#

Week 2 Lab2: Steps for an old methods

Week 3 Lab3: Steps for an some modern methods

Week4 | | ab4: Starts to work with Symmetric methods

Week 5 Lab5: Build programs for some stream cipher’s methods
Week 6 Lab6: Build programs for some mathematical methods
Week7 | Lab7: Programming RSA method

Week 8 Lab8: Programming DES method

Week9 Lab9: Apply some methods for Authentication
Week10 | Lab10: Apply some methods for Hash function
Week11

Lab11: Apply some methods for Digital signature




Learning and Teaching Resources
w)xﬂ\g ‘oJaJJUQL,aA

Text Available in the Library?

"Cryptography and Network Security: Principles and Practice" ,

Yes
(2" Ed.), William Stallings, Prentice-Hall, Inc., 1999

Required Texts

"Cryptography and Network Security: Principles and Practice",
(7™ Ed.) , William Stallings , Prentice-Hall, Inc., 2016

Recommended i -
"Computation, Cryptography, and Network Security" Yes
Texts (1st ed.), Nicholas J. Daras & Michael Th. Rassias,
Springer, 2015
https://blog.rsisecurity.com/what-is-cryptography-in-cyber-security/
Websites
Grading Scheme
C’.)b,v.).” Lo
Group Grade el Marks % | Definition
A - Excellent el 90 - 100 Outstanding Performance
B - Very Good I de 80 -89 Above average with some errors
(Ssu(;:(ielsgo(;iroup C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory Jowgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Al 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail el (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the

automatic rounding outlined above.



https://blog.rsisecurity.com/what-is-cryptography-in-cyber-security/

MODULE DESCRIPTION FO
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RM

Module Information
Laly 1 B3l ologlas

Module Title Cryptography (2) Module Delivery

Module Type C Theory
X]

Module Code CYBS-211 enre

ECTS Credits 7 X Tutorial
O Practical

SWL (hr/sem) 175 O Seminar

Module Level 2 Semester of Delivery

Administering Department College

Module Leader e-mail

Module Leader’s Acad. Title Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name Name e-mail E-mail

SDt;:::tific Committee Approval Version Number 1.0

Relation with other Modules

S5 Ayl Sl gall ao A8l

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents

LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
Gyl 8oLl Colua]

The objectives of advanced cryptography are to provide secure and private
communication, protect data integrity, authenticate users and entities, ensure non-
repudiation, manage cryptographic keys effectively, resist attacks, and adapt to
emerging technologies and threats.

Module Learning
Outcomes

8ol edaddl Ol y3e0
Aoy

1. Understanding of Cryptographic Concepts: Students will acquire a deep
understanding of fundamental cryptographic concepts, including symmetric
and asymmetric encryption, hash functions, digital signatures, key exchange
protocols, and cryptographic primitives.

2. Mathematical Foundations: Learners will develop a strong grasp of the
mathematical foundations behind cryptography, such as modular arithmetic,
number theory, probability theory, and computational complexity theory.
They will be able to apply these mathematical principles to analyze
cryptographic algorithms and protocols.

3. Cryptographic Algorithms: Students will learn about various cryptographic
algorithms and their properties, such as block ciphers (e.g., AES), stream
ciphers (e.g., RC4), public-key algorithms (e.g., RSA, Diffie-Hellman), elliptic
curve cryptography (ECC), and cryptographic hash functions (e.g., SHA-256).

4. Cryptographic Protocols and Systems: Learners will explore the design and
analysis of cryptographic protocols and systems, including secure
communication protocols (e.g., SSL/TLS), key exchange protocols (e.g.,
Kerberos), authentication protocols (e.g., HMAC), and secure multiparty
computation protocols.

5. Cryptanalysis Techniques: Students will gain knowledge of various
cryptanalysis techniques used to attack cryptographic systems. They will
learn about brute-force attacks, differential and linear cryptanalysis, chosen
plaintext and chosen ciphertext attacks, side-channel attacks, and timing
attacks. Additionally, they will understand countermeasures to mitigate
these attacks.

Indicative Contents
Aol Y wlgisad!

Resistance to attacks: Advanced cryptographic systems aim to withstand various
types of attacks, including brute-force attacks, cryptanalysis, and side-channel
attacks. The objective is to design encryption algorithms and protocols that are
resistant to known attack methods and provide a high level of security. [15hrs]

Efficiency and scalability: Advanced cryptography also considers the efficiency and
scalability of cryptographic algorithms and protocols. With the increasing volume of
data and computational power, it is important to develop cryptographic solutions
that can be implemented efficiently and scaled to handle large-scale applications.




[15hrs]

Post-quantum cryptography: As quantum computers advance, a new objective of
advanced cryptography is to develop algorithms that are resistant to attacks from
guantum computers. Post-quantum cryptography aims to provide secure solutions
that can withstand attacks from both classical and quantum computers. [15 hrs]

Learning and Teaching Strategies

odazlly elazll bl

Advanced cryptography strategies refer to techniques and methodologies employed
to enhance the security and effectiveness of cryptographic systems. These strategies

SUSISEIEe aim to protect data confidentiality, integrity, and authenticity, even against
sophisticated attacks.
Student Workload (SWL)
le gawsl V0 J G gunmo LIl L?»bu\.ll Jed
Structured SWL (h/sem) o3 Structured SWL (h/w) 6
il I CIUall @laiall gyl Josnll L gl CIUal) @il gyl Jose)
Unstructured SWL (h/sem) - Unstr::ctured SWL (h/w) .
dradl! I (Il @laiiall 2 gyl Josrll e gl IUal) pliaziall g2 byl Joe
Total SWL (h/sem) 175
Juad)l s CIlall SI1 ) Jozel

Module Evaluation

Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative
Assignments 2 10% (10) 2 and 12 LO #3, #4 and #6, #7
assessment
Projects / Lab. 1 10% (10) Continuous | All




Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
Material Covered
Week 1 Introduction to Fields, Characteristic of a field, prime fields, Arithmetic of polynomials over fields.
Week 2 Field extensions, Galois group of a field extensions, Fixed field and Galois extensions.
Week 3 Minimum polynomial, Construction of fields with the help of an irreducible polynomial. Splitting
field of a polynomial, Separable polynomial and Separable extensions.
Week 4 Construction of finite fields and their structure. Enumeration of irreducible polynomials over finite
fields. Fundamental theorem of Galois Theory.
Week 5 Key Establishment Protocols , Key transport based on symmetric encryption, Key agreement based
on symmetric techniques.
Week 6 Key transport based on public-key encryption, Key agreement based on asymmetric techniques.
Week 7 Key Management Techniques, Techniques for distributing public keys, Techniques for controlling
key usage, Key management involving multiple domains.
Week 8 Key lengths and recommendations, user authentication: password, challenge-response and zero-
knowledge protocols; server authentication.
Week 9 Secure online banking; digital cash, blockchain, cryptocurrencies; implementation aspects.
Week 10 | Collision resistant hashing (MD5, SHA-1, SHA-2, SHA-3, HMAC, Merkle-Hellman),
Week 11 | CCA security for symmetric encryption, simultaneous message confidentiality and message integrity .
Week 12 | GCM mode, password-based secure computer access; implementation aspects: security performance-
features tradeoffs.
Week 13 | Advanced PKI Concepts, Certificate Authorities (CA), Certificate Management, Public Key
Generation, Public Key Distribution.
Week 14 | Cryptographic Secure Channels, The Application of Cryptography: TLS, VPN and IPSEC.
Week 15 | duantum computing, quantum-resistant cryptography; implementation aspects: creating
correct and secure programs.
Delivery Plan (Weekly Lab. Syllabus)
el L;—y..w)’\ EL@J.AJ\
Material Covered
Week 1




Week 2

Week 3

Week 4

Week 5

Learning and Teaching Resources
WJ.J.SJb M‘)Jw

Text

Available in the Library?

Cryptography Engineering: Design Principles and Practical

Required Texts Applications™ by Niels Ferguson, Bruce Schneier, and Tadayoshi No
Kohno.
Recommended "Introduction to Modern Cryptography" by Jonathan Katz and No
Texts Yehuda Lindell.
S YouTube: Various YouTube channels offer video tutorials and lectures on the cyber security
tools.
Grading Scheme
il ! Jalases
Group Grade il Marks % | Definition
A - Excellent el 90 - 100 Outstanding Performance
B - Very Good I de 80-89 Above average with some errors
Success Group -
(50 - 100) C - Good NVes 70-79 Sound work with notable errors
D - Satisfactory osgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgstn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Al 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail Gl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
Ayl Bolall loglas

Module Title Cyber Secu rity Tools Module Delivery
Module Type C Theory
Module Code CYBS-208 e
ECTS Credits 5 [ Tutorial

O Practical
SWL (hr/sem) 125 O Seminar
Module Level 2 Semester of Delivery 2
Administering Department College Computer Science and Mathematics
Module Leader e-mail
Module Leader’s Acad. Title Module Leader’s Qualification
Module Tutor Name (if available) e-mail E-mail
Peer Reviewer Name Name e-mail E-mail
SD<Z::tific Committee Approval Version Number 1.0

Relation with other Modules

3 Ayl Slgall ao dBall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl lgisally phall 5L 9 Ayl B3l LIl

1. Understand the fundamentals of cybersecurity and the importance of
security tools.

2. Gain practical knowledge of commonly used cybersecurity tools and their
functionalities.

3. Learn how to assess and mitigate risks using cybersecurity tools.

4. Develop hands-on skills in deploying, configuring, and managing security
tools.

5. Understand the role of cybersecurity tools in incident detection, response,
and recovery.

Module Objectives
Gyl Balall Colua]

1. This course provides an overview of essential cybersecurity tools used to
protect computer systems, networks, and data from cyber threats. Students
will gain hands-on experience with various tools and learn how to analyze,
detect, and respond to security incidents. The course will cover topics such as
firewalls, intrusion detection systems, antivirus software, vulnerability
scanners, encryption tools.

2. Threat Detection: Cybersecurity tools employ various techniques like
intrusion detection systems (IDS), intrusion prevention systems (IPS), and
Module Learning security information and event management (SIEM) to detect potential threats

and malicious activities. These tools monitor network traffic, log files, and

Outcomes i ) B i
system behavior to identify indicators of compromise (IoCs) and abnormal
activities.
Aol sl el S 3. Vulnerability Management: Cybersecurity tools help identify vulnerabilities in
dawsly ) software, applications, and network infrastructure. Vulnerability scanners and

assessment tools scan systems and provide reports on weaknesses and
potential risks. This information is crucial for implementing patches, updates,
and security measures to mitigate vulnerabilities.

4. Incident Response: When a security incident occurs, cybersecurity tools aid in
incident response efforts. They provide real-time alerts, log analysis, and
forensic capabilities to investigate incidents, determine the scope and impact
of the breach, and assist in containing and remedying the situation. Incident
response tools help.

Firewalls: Firewalls are the first line of defense in network security. They monitor and
control incoming and outgoing network traffic based on predefined security rules,
blocking potentially malicious connections.

e e e Intrusion Detection Systems (IDS) and Intrusion Prevention Systems (IPS): IDS tools

&QJU‘U}” Olf‘gﬁmﬂ

monitor network traffic and systems for suspicious activities or known attack
patterns, alerting administrators to potential security breaches. IPS tools go a step
further by actively blocking or preventing malicious activities.

Antivirus Software: Antivirus software scans files, programs, and systems for known

malware signatures, providing protection against viruses, worms, Trojans, and other




types of malicious software.

Vulnerability Scanners: Vulnerability scanners identify and assess security
weaknesses or vulnerabilities within systems or networks. They help in identifying
misconfigurations, outdated software, and other weaknesses that attackers could
exploit.

Security Information and Event Management (SIEM) Tools: SIEM tools collect and
analyze security event data from various sources within a network, allowing for
centralized monitoring and detection of security incidents.

Data Loss Prevention (DLP) Tools: DLP tools prevent the unauthorized transfer or
leakage of sensitive data by monitoring and controlling data access, usage, and
transmission.

Learning and Teaching Strategies

eadadly @lad) Oloed] Al

It's important to note that cybersecurity tools are just one part of a comprehensive

Strategies cybersecurity strategy. Proper implementation, regular updates, and ongoing
monitoring are crucial for maintaining effective security in the face of evolving
threats.

Student Workload (SWL)
le guwol V0 J O gunxo CIUaM @*"JJJ‘ Jed

Structured SWL (h/sem) 63 Structured SWL (h/w) A

duadll I LIl elazia) gl oz e god CUall lasiall (osly) Jael

Unstructured SWL (h/sem) - Unstructured SWL (h/w) 4

el 3 LIl plaziadl p gelydll Josdd! bee gl (JUal) elaiiall s byl Josell

Total SWL (h/sem) 125

duadll I3l CJUall S gyl Jox|

Module Evaluation

. . Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
Formative Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
assessment Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7




Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
Syl Lf’ﬁ""’“‘}“ zle!
Material Covered

Week 1 Introduction to Cybersecurity

Week 2 Overview of cybersecurity principles and concepts

Week 3 Understanding the threat landscape and attack vectors

Week 4 Legal and ethical considerations in cybersecurity

Week 5 Network Security Tools

Week 6 Firewalls: Types, configuration, and rule management

Week 7 Intrusion Detection Systems (IDS) and Intrusion Prevention Systems (IPS)

Week 8 Virtual Private Networks (VPNs) for secure remote access

Week 9 Malware Protection Tools

Week 10 | Antivirus software: Scanning, signature-based detection, and heuristics

Week 11 | Anti-malware tools and techniques

Week 12 | Vulnerability Assessment and Management

Week 13 | Encryption and Cryptography Tools

Week 14 | Encryption algorithms and protocols

Week 15 | Public key infrastructure (PKI) and digital certificates

Week 16 | Exam

Delivery Plan (Weekly Lab. Syllabus)
Material Covered

Week 1

Week 2

Week 3

Week 4




Learning and Teaching Resources
WJJJJD ‘ola.ﬁ‘).)l.,a.o

Text Available in the Library?

1. Nessus: A vulnerability scanning

Required Texts 2. Burp Suite: A web application security testing No
tool

Recommended 3. Wireshark: A network protocol No

Texts 4. Metasploit: A penetration testing framework

T YouTube: Various YouTube channels offer video tutorials and lectures on the cyber

security tools.




Grading Scheme

Gl lalases

Group Grade geRt] Marks % | Definition

A - Excellent Sl 90 - 100 Outstanding Performance

B - Very Good I dae 80 -89 Above average with some errors
(Ssut;:tiefgoc)iroup C - Good dax 70-79 Sound work with notable errors

D - Satisfactory Jaugie 60 - 69 Fair but with major shortcomings

E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail ) (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
Laly 1 B3l ologlas

Module Title Database Basics Module Delivery

Module Type B Theory
X

Module Code CYBS-204 enre

ECTS Credits 4 [ Tutorial
O Practical

SWL (hr/sem) 100 O Seminar

Module Level 2 Semester of Delivery 1

Administering Department College Type College Code

Module Leader e-mail

Module Leader’s Acad. Title Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name Name e-mail E-mail

Sthtt-::tific Committee Approval Version Number 1.0

Relation with other Modules

3 &yl Slgall ao dBMall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
Gyl Baledl Colual

ok wWwN e

To know the benefits of database systems.

To understand general database concepts.

To be able to analyze the business rules.

To know how to design database systems using E-R diagrams.
To understand all E-R diagrams concepts.

To implement database operations using SQL language

Module Learning
Outcomes

oled) @laidl Ol y3en
Lalyl

W O N R WN e

Important: Write at least 6 Learning Outcomes, better to be equal to the
number of study weeks.

Know the differences between file systems and database systems.
List the database systems benefits.

Define all database basic concepts.

Understand the business rules and its role in database design.
Know E-R diagram concepts.

Define entity, attributes and relationships.

Convert the business rule to E-R diagram.

Understand supertype/subtype concepts .

Draw E-E-R diagrams.

Indicative Contents | \when it comes to working with databases, having a clear strategy is crucial for
Aol Y wlgisal! ensuring efficiency, data integrity, and scalability.

Learning and Teaching Strategies

Strategies
Student Workload (SWL)

le gawol V0 J O gunxo CIUaM L";waJ\ gres)
Structured SWL (h/sem) 63 Structured SWL (h/w) 4
il I3 CIUal) aliiall (guyld) Jos| e gael CIUal) @latiall gyl Jasel
Unstructured SWL (h/sem) 37 Unstructured SWL (h/w) 5
Juadll I LIl elatiadl e guhdl oz L gl JUall elaiall s gyl Jorll
Total SWL (h/sem) 100
o)) I3 Il ST gl Jon!




Module Evaluation

Ayl 8oL (s

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)

Material Covered
Week 1 Basic Concepts and Definitions
Week 2 Traditional File Processing Systems
Week 3 The Database Approach
Week 4 Data Modeling
Week 5 Modeling Entities
Week 6 Modeling Attributes
Week 7 Modeling Relationships
Week 8 Degree of A Relationship
Week 9 Cardinality Constraints
Week 10 | Other Subjects about Modeling Relationships
Week 11 | The Enhanced E-R Model
Week 12 | Representing Specialization and Generalization
Week 13 | Specifying Constraints in Supertype/Subtype Relationships
Week 14 | Defining Supertype/Subtype Hierarchies
Week 15 | Case Study
Week 16 | Preparatory week before the final Exam




Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week 1 Lab 1: Introduction to SQL

Week 2 Lab 2: Tables

Week 3 Lab 3: Data types

Week 4 Lab 4: Create tables

Week 5 Lab 5: Insert command

Week 6 Lab 6: Update command

Week 7 Lab 7: Delete and Drop command

Week 8 Lab 8: Examples

Week 9 Lab 9: Select command

Week 10 Lab 10: Select command with where

Week 11 Lab 11: Select command and IN, like

Week 12 Lab 12: Select command and Between

Week 13 | Lab 13: Type of join

Week 14 | Lab 14: Inner join

Week 15 | Lab 15: Left, right join

Learning and Teaching Resources
u,‘ej..\illg ‘ohﬁ\)bl,sm

Text Available in the Library?

Required Texts

Modern Database Management, Jeffrey A. Hoffer, Twelfth
Edition NO

SQL complete references

Recommended
Texts
Websites
Grading Scheme
CJL‘{)J” hlxe
Group Grade geRt Marks % | Definition
A - Excellent kel 90 -100 Outstanding Performance
Success Group B - Very Good (BESNVES 80 -89 Above average with some errors
(50 - 100) C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory Jaugie 60 - 69 Fair but with major shortcomings




E - Sufficient Jgado 50 -59 Work meets minimum criteria

Fail Group FX - Fail (dxdleadl WiB) Cwly | (45-49) More work required but credit awarded

(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
Ayl Bolall loglas

Module Title Data Structures Module Delivery
Module Type B Theory
Module Code CYBS-202 e
ECTS Credits 5 [ Tutorial

O Practical
SWL (hr/sem) 125 O Seminar
Module Level 2 Semester of Delivery 1
Administering Department College Computer Science and Mathematics
Module Leader e-mail
Module Leader’s Acad. Title Module Leader’s Qualification
Module Tutor Name (if available) e-mail E-mail
Peer Reviewer Name Name e-mail E-mail
SD<Z::tific Committee Approval Version Number 1.0

Relation with other Modules

3 Ayl Slgall ao dBall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Development problem solving skills and understanding of data structure.

This course deals with the basic concept of data structure.

Storing and organizing data in a computer.

To perform different types of data structures.

Providing a way to efficiently manage large amounts of data, such as large
databases and Internet indexing services.

6. Different types of data structures are suitable for different types of
applications. For example, (B-Tree) The binary tree is well suited for
implementing databases, while compiler implementations usually use hash
tables to look up identifiers.

Module Objectives
Gyl Baledl Colual

o~ wnh e

1. Recognize Data representation, Abstract Data Types, Physical representation of
data, Logical representation of data & array definition.

2. Recognize Python language, Variables & constant in python, Python primitive
type, Assignment statement with primitive type.

3. Recognize One dimensional array representation in memory, Calculation the
address of one dimensional array.

Module Learning 4. Recognize Two dimensional array definition, Calculation the address of two
Outcomes dimensional array.

5. Recognize Multidimensional array definition, Calculation the address of
Bolol) @il ilory5ee Multidimensional array.
oyl 6. Explain Stack, Stack algorithms, Stack application, Convert infix to postfix,

Check Matching brackets, Calculation postfix expression.

7. Explain Queue, Queue representation, Queue algorithms, Queue application,
and Circular queue.

8. Recognize & Explain Sorting Algorithms, Selection Sort, Insertion Sort, Bubble
Sort, Merge Sort.

9. Recognize & Explain Searching Algorithms, Sequential Search, Binary Search.

Indicative Contents Indicative content includes the following.

dolé Y wlgisal!

Learning and Teaching Strategies

odanlly @lazl! Sl el

The main strategy that will be adopted in delivering this module is to encourage
students’ participation in the exercises, while at the same time refining and expanding
their critical thinking skills. This will be achieved through classes, interactive tutorials
and by considering types of simple experiments involving some sampling activities
that are interesting to the students.

Strategies




Student Workload (SWL)
LCW' Vol (S PE g,JUaJJ LSV"‘J"U‘ ‘_}Azj\

Structured SWL (h/sem) 28 Structured SWL (h/w) c
dradll I Il elasiall bl Josxdl e gend CUall lasiall (qoly ) ol

Unstructured SWL (h/sem) 47 Unstructured SWL (h/w) 3
i)l INs LIl elaiall e gobdl Josell b gonl Ul plaiiall e gulyldl Josull

Total SWL (h/sem)
Jradd] I3 IUall S gyl Jasd

125

Module Evaluation

Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
S 5yl & guwl EL@.@J\
Material Covered
Week 1 Introductio_n - Data representation_, Al_)stract Data Types, Physical representation of data, Logical
representation of data & array definition
Week 2 Introduction to Python language, Variables & constant in python, Python primitive type, Assignment
statement with primitive type
Week 3 One dimensional array representation in memory, Calculation the address of one dimensional array
Week 4 Two dimensional array definition, Calculation the address of two dimensional array
Week 5 | Multidimensional array definition, Calculation the address of Multidimensional array
Week 6 | stack, Stack application
Week 7 | Convert infix to postfix
Week 8 | Check Matching brackets




Week 9

Calculation postfix expression

Week 10 | Queue, Queue representation
Week 11 | Queue algorithm, Queue application, Circular queue
Week 12 | 5orting Algorithm, Selection Sort, Insertion Sort
Week 13 | pypple Sort, Merge Sort
Week 14 | gearching Algorithm, Sequential Search
Week 15 | Binary Search
Week 16 | Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1 Lab 1: Introduction to Python language, Variables & constant in python.
Week 2 Lab 2: Python primitive type, Assignment statement with primitive type.
Week 3 Lab 3: One dimensional array definition in Python, Program for One dimensional array definition in
Week 4 Lab 4: 'T'z\;[g%?ﬁwensional array definition in Python. Program for Two dimensional array definition in
Python.
Week5 | | ap 5: Stack representation in Python.
Week 6 | | ap 6: Convert infix to postfix.
Week 7 | | ap 7: Check Matching brackets.
Week 8 | | 5 8: Calculation postfix expression.
Week9 | | ap 9: Queue representation in Python.
Week 10 | | 3 10: Queue program in Python.
Week 11 | | ap 11: Searching in Array in Python. Sorting in Array in Python.
Week 12 | | 3 12: Selection Sort, Insertion Sort.
Week 13 | | 5 13: Bubble Sort, Merge Sort.
Week 14 | | 4 14: Sequential Search.
Week 15

Lab 15: Binary Search.

Learning and Teaching Resources
wf)dﬂ\j M\)JL@

Text Available in the Library?

Required Texts

Data Structures and Algorithms in Python, Michael T.
Goodrich, John Wiley & Sons, 2015.

Yes




Recommended Python Data Structures and Algorithms, Benjamin Baka Packt No
Texts Publishing Ltd, 2017.
Websites YouTube: Various YouTube channels offer video tutorials and lectures on the Data Structure




Grading Scheme

Gl lalases

Group Grade geRt] Marks % | Definition

A - Excellent Sl 90 - 100 Outstanding Performance

B - Very Good I dae 80 -89 Above average with some errors
(Ssut;:tiefgoc)iroup C - Good dax 70-79 Sound work with notable errors

D - Satisfactory Jaugie 60 - 69 Fair but with major shortcomings

E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail ) (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title Distributed Databases Module Delivery

Module Type B Theory
X

Module Code CYBS-209 enre

ECTS Credits 4 [ Tutorial
O Practical

SWL (hr/sem) 100 O Seminar

Module Level 2 Semester of Delivery 2

Administering Department College Type College Code

Module Leader e-mail

Module Leader’s Acad. Title Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name Name e-mail E-mail

Sthtt-::tific Committee Approval Version Number 1.0

Relation with other Modules

3 &yl Slgall ao dBMall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents

LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
Gyl Baledl Colual

To know the relational data model.

To expressing a database Schema.

To transforming EER diagrams into relations.
To know the normalization concepts.

To understand how to normalize tables.

ok wWwN e

To connect database with c# language.

Module Learning
Outcomes

53lal) @latll olory3en
daly I

Important: Write at least 6 Learning Outcomes, better to be equal to the
number of study weeks.

Understand the relational data model.

Know different database schema.

Understand how to convert E-R diagrams to relations.

Convert enhanced E-R model to relations.

Know how to perform normalization steps on tables.

Understand the Client/Server Architectures

1
2
3
4
5. Understand normalization concepts.
6
7
8. Know Three-Tier Architectures

Indicative Contents

dolin Y wlgisal!
Learning and Teaching Strategies
Distributed databases are a type of database system in which data is stored across
Strategies multiple computers or servers that are connected through a network. In this

architecture, the database is distributed and replicated across multiple nodes,
allowing for improved scalability, fault tolerance, and performance.

Student Workload (SWL)
[.Cw‘ Vo) S g0 g,JUQJJ L?“DJJ‘ JA.?J‘

Structured SWL (h/sem) 63 Structured SWL (h/w) 4
i)l 3 LIl elaziadl golyldl Josdd! e gueanl Ul @latiall gyl Josell

Unstructured SWL (h/sem) 37 Unstructured SWL (h/w) 5
el 3l LIl plaziadl pe guhydll Jood! L gl JUal) laiiall s byl Jorll

Total SWL (h/sem) 100

Joadl) I3 CIUall S gyl Jooxl!




Module Evaluation

dcanly )] 3ol ot

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)

S il &}w}" z !
Material Covered
Week 1 | The Relational Data Model
Week 2 Expressing A Schema
Week 3 | Transforming EER Diagrams into Relations
Week 4 Map Regular Entities and weak entities
Week 5 | Map Binary Relationships, Map Associative Entities
Week 6 Map Unary Relationships
Week 7 Map Ternary (and N-Ary) Relationships
Week 8 Map Supertype/Subtype Relationships
Week 9 Normalization
Week 10 | Functional Dependencies and Keys
Week 11 | Normalization Example (Part 1)
Week 12 | Normalization Example (Part 2)
Week 13 | Normalization case study
Week 14 | Database Application Development
Week 15 | Three-Tier Architectures
Week 16 | Exam




Delivery Plan (Weekly Lab. Syllabus)

Material Covered

Week 1 Lab 1: Join types

Week 2 Lab 2: Function in SQL

Week 3 Lab 3: Having

Week 4 Lab 4: Grouping

Week 5 Lab 5: Constraints

Week 6 Lab 6: Sub Queries

Week 7 Lab 7: Single Row Sub Query
Week 8 Lab 8: Multiple Row Sub Query
Week 9 Lab 9: Correlated Sub Query
Week 10 | Lab 10: C# introduction

Week 11 Lab 11: C# important controls
Week 12 | Lab 12: Connecting with ACCESS
Week 13 | Lab 13: GUI tips

Week 14 | Lab 14: Form control

Week 15 | Lab 15: Reports

Learning and Teaching Resources
U"’E.JJ‘“UJb pl:.ﬁ\).)ba.n

Text

Available in the Library?

Required Texts

Modern Database Management, Jeffrey A. Hoffer, Twelfth
Edition

SQL complete references

NO

Recommended
Texts
Websites
Grading Scheme
oyl Jalases
Group Grade el Marks % | Definition
A - Excellent kel 90 -100 Outstanding Performance
Success Group B - Very Good e b 80 -89 Above average with some errors
(50 - 100) C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory Lugio 60 - 69 Fair but with major shortcomings




E - Sufficient Jgado 50 -59 Work meets minimum criteria

Fail Group FX - Fail (dxdleadl WiB) Cwly | (45-49) More work required but credit awarded

(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title English Language(2) Module Delivery
Module Type S O Theory

Lect
Module Code CYBS-206 ecture

O Lab
ECTS Credits 2 [ Tutorial

[ Practical
SWL (hr/sem) 50 O Seminar
Module Level 2 Semester of Delivery
Administering Department College Type College Code
Module Leader e-mail

Module Leader’s Acad. Title

Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name

Name e-mail E-mail

Scientific Committee Approval

Date

Version Number

1.0

Relation with other Modules

3 &yl Slgall ao dBMall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents

LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
Gyl Balad) Lol

To Develop English skills by listening and writing .
Learning English and conversation training
Conversations in English in the field of computers (Information Technology).

P wnN e

The student receives all the information about the computer and at the same
time learns and trains the correct pronunciation in this language.

5. conversations between students about everything related to Information
Technology.

Module Learning
Outcomes

83l @daddl Ol y3e0
Aoy

Important: Write at least 6 Learning Outcomes, better to be equal to the number of
study weeks.
1. Learning English and conversation training.

2. Listening and writing in English language.

3. Basic information about Information Technology (IT).

4. Learns and trains the correct pronunciation in this language.

5. Learn and write common sentences in the English language.

6. Learn to write words that end or start with the same syllable in the English
language.

7. Learn about job interviews.

8. Learn personal presentation in English language.

Indicative Contents
doli Y wlgisad!

Unit 5: E-commerce companies [8hrs]

E-commerce companies: listening, writing, reading, speaking and vocabulary.
E-commerce features: listening, writing, language, speaking and vocabulary.
Transaction security: listening, writing, language, speaking and vocabulary.
Online transaction: listening, writing, language, speaking and vocabulary.

Unit 6: Network systems [8hrs]

Types of network: describe networks and make recommendations.

Networking hardware: listening, writing, language, speaking and vocabulary.
Talking about the past: listening, writing, language, speaking and vocabulary.
Network range and speed: listening, writing, language, speaking and vocabulary.

Unit 7: IT support [8hrs]

Fault diagnosis: talk about results of an action, language, speaking and vocabulary.
Software repair: listening, writing, language, speaking and vocabulary.

Hardware repair: listening, writing, language, speaking and vocabulary.

Customer service: explain the use of things. listening, writing and vocabulary.

Unit 8: IT security and safety [8hrs]

Security solutions: listening, writing, language, speaking and vocabulary.
Workstation health and safety: listening, writing, language, speaking and vocabulary.
Security procedures: listening, writing, language, speaking and vocabulary.

Reporting incidents: listening, writing, language, speaking and vocabulary.




Learning and Teaching Strategies

oty el ol

Strategies

The main strategy that will be adopted in the delivery of this units are to encourage

students to participate in writing and reading exercises, while improving their

listening skills. This will be achieved through student interaction in class and

completion of daily assignments (homework).

Student Workload (SWL)
e guanl 10 J gunen clall gyl Jasell

Structured SWL (h/sem) 3 Structured SWL (h/w) 5
el s CIlall elaziedl (gelyldl Josdd! e gueanl Ul @laiiall gyl Josell

Unstructured SWL (h/sem) 18 Unstructured SWL (h/w) 1
il I3 LIl elaziedl e gelyldl Josdd! b gl JUall elaiiall s byl Jomrll

Total SWL (h/sem)

Gt M3 LIl L?J&J\ bl Jomxdl >0
Module Evaluation
duwlydd) B3Le) unds
Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)
Syl £ gl Zlghol!

Material Covered

Week 1 E-commerce companies +listening, speaking and vocabulary.
Week 2 E-commerce features + listening, writing, language and vocabulary.
Week 3 Transaction security + listening, writing, language and speaking.
Week 4 Online transaction + listening, writing, language, speaking and vocabulary
Week 5 Types of network /describe networks and make recommendations.
Week 6 Networking hardware + listening, writing, language, speaking and vocabulary.
Week 7 Talking about the past + listening, writing, language, speaking and vocabulary.
Week 8 Network range and speed + listening, writing, language, speaking and vocabulary.
Week 9 Fault diagnosis + talk about results of an action, language, speaking and vocabulary.
Week 10 | software repair + listening, writing, language, speaking and vocabulary.
Week 11 | Hardware repair + listening, writing, language, speaking and vocabulary.
Week 12 Customer service/ explain the use of things + listening, writing and vocabulary.
Week 13 Security solutions: listening, writing, language, speaking and vocabulary.
Week 14 Workstation health and safety: listening, writing, language, speaking and vocabulary.
Week 15 Security procedures + Reporting incidents/ listening, writing, language, speaking and vocabulary.
Week 16 Exam

Delivery Plan (Weekly Lab. Syllabus)

hasd G)las Jes dzp Y 1 sl (£ o)l il
Material Covered ‘

Week 1
Week 2
Week 3
Week 4
Week 5
Week 6
Week 7




Learning and Teaching Resources
w)xﬂ\g ‘oJaJJUQL,aA

Text Available in the Library?

. English for information technology , 1 vocational English,
Required Texts ) o . ) ] Yes
course book, Maja Olejniczak, series editor David Bonamy.

Recommended
Texts
Websites https://www.youtube.com/watch?v=WOVu22J sN8 Book 1 Audio CD
Grading Scheme
lomydl Jalaseo
Group Grade sl Marks % | Definition
A - Excellent Sl 90 - 100 Outstanding Performance
B - Very Good BEevE 80 -89 Above average with some errors
(S:(;:(ielsgo()iroup C - Good NVes 70-79 Sound work with notable errors
D - Satisfactory osgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.



https://www.youtube.com/watch?v=WOVu22J_sN8

MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title Democracy and Human Rights Module Delivery
Module Type S Theory
Lecture
Module Code CYBS-212
O Lab
ECTS Credits 2 O Tutorial
[ Practical
SWL (hr/sem) 50 O Seminar
Module Level 2 Semester of Delivery 2
Administering Department College
Module Leader e-mail
Module Leader’s Acad. Title Module Leader’s Qualification
Module Tutor Name (if available) e-mail E-mail
Peer Reviewer Name Name e-mail E-mail
SD:::tlflc Committee Approval Version Number 1.0

Relation with other Modules

3 &yl Slgall ao dBMall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents

LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
Gyl Baledl Colual

The course aims to introduce human rights in order to defend human dignity and
contribute to changing human life for the better regarding: change in values and
feelings - and change in behavior, as well as promoting the idea of social justice and
strengthening the link between the individual and the group and the state and its
institutions, and developing monitoring skills Violations, dealing with violators,
supporting the skills of understanding human rights issues, in addition to enhancing
ways to participate in public affairs - citizenship.

Module Learning
Outcomes

53lal) @latll olory3en
Lwalyl

1. Human rights are a set of fundamental entitlements and freedoms
that are inherent to all individuals, regardless of their nationality,
race, gender, religion, or any other characteristic.

2. They are based on the principles of dignity, equality, and respect for
the inherent worth and value of every human being.

Indicative Contents
dolin Y wlgisad!

Human rights are universal, meaning they apply to everyone, everywhere, without
discrimination. They encompass civil, political, economic, social, and cultural rights,
and are often codified in international and national legal frameworks.

Civil and political rights include the right to life, liberty, and security of person;
freedom of expression, assembly, and association; the right to a fair trial; and
protection against torture, arbitrary arrest, and discrimination.

Learning and Teaching Strategies

oty @l ol el

Strategies

Civil and political rights include the right to life, liberty, and security of person;
freedom of expression, assembly, and association; the right to a fair trial; and
protection against torture, arbitrary arrest, and discrimination.

Student Workload (SWL)
LCW| Vol O gwen Jlal wb.ﬁ\ Jed

Structured SWL (h/sem) 3 Structured SWL (h/w) 5
i)l 3 LIl elaziadl gehyldl Josd! b gend CUall plaiiall (ool ol

Unstructured SWL (h/sem) 18 Unstructured SWL (h/w) 1
el U3 LIl plaziadl pe ooyl Josd! L gl JUal) laiiall s gulydl Jorll

Total SWL (h/sem)

diadll I3l (JUall S gyl Jon| >0




Module Evaluation

Ayl 8oL (s

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
Syl £ ¥l zlginll

Material Covered

Week 1 Sl oyl (§ yghaly OLuddl Bgi> H9da
Week 2 Oblasally Casyaidly dodsd) (oLl Gga>
Week 3 doladl byl 1S gizmn
Week4 | dolal cobyoel) daladl &yl
Week 5 | dolall byeld (3 53la1 alial)
Week 6 doladl 4yl Ollass
Week 7 doladl &yl llass
Week 8 | 8lsluall pggio
Week 9 Lluads deladl byl tsole
Week 10 | Oliablg yoasidly oyl &oy>
Week 11 | LS8 wb,>
Week 12 | duwsSIlg Al (o Juad)l 06
Week 13 | Joall dsy>
Week 14 | dclually 8yl dyy>
delyally 8)lotl! doy>
Aol bysdly dawlbead) Gl 19N Cammnall
Week 15

I @l (3 Aol slymdl G Camaod]
dalall 0yl 2adly akall pdanll: I ol




Learning and Teaching Resources
wy.ﬁb M‘)Qw

Text Available in the Library?
Required Texts P! 3 Ol B9 (yall dus pal.> NO
Recommended oaSbasdly pggaall ..ol Boam ¢ 201564 guu dsE doeo (y3ad
Texts obaslly wladuailly NO
Websites
Grading Scheme
Syl Jalases
Group Grade el Marks % | Definition
A - Excellent Sl 90 - 100 Outstanding Performance
B - Very Good NENVES 80 -89 Above average with some errors
Success Group -
(50 - 100) C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory Jaugie 60 - 69 Fair but with major shortcomings
E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwsly | (45-49) More work required but credit awarded
(0-49) F - Fail el (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the

automatic rounding outlined above.




MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title Object-Oriented Programming(l) | Module Delivery
Module Type C Theory
X]
Module Code CYBS-201 enre
ECTS Credits 8.00 X Tutorial
O Practical
SWL (hr/sem) 200 O Seminar
Module Level UaGlI Semester of Delivery
Administering Department Cyber Security College Type College Code
Module Leader e-mail
Module Leader’s Acad. Title Module Leader’s Qualification
Module Tutor Name (if available) e-mail E-mail
Peer Reviewer Name Name e-mail E-mail
SD‘;i::tiﬁc SISO 15/06/2023 Version Number | 1.0
Relation with other Modules
3! Ayl sl gall ao A8l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents

LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
Gy ! Balad) Lol

Teaching students:
1. How to write readable, reusable, and modular code.
2. Fundamental object-oriented programming concept.
3. Apply OOP concepts to your Python code.
4. Promotes students to enhance their coding ability.

Module Learning
Outcomes

alel) @laidl Ol y3en
Ayl

After this course you will be able to

1- Use the basic Python programming concepts (Variables, Loops, and
Functions) to instruct a computer to perform some basic tasks.

2-  Manipulate common data structures in Python, including lists, tuples,
dictionaries and sets.

3- Build an algorithm to solve a problem and then convert it into a program.

4- How to architect larger programs using object-oriented principles.

5- Work with the core libraries used for data processing in Python.

6- Combine all of the above via PyCharm Platform.

Indicative Contents
doli Y wlgisad!

This course includes Introduction to programming concepts (Procedural and Object
Oriented Programming) with simple real-life projects thus, students will become
familiar with project programming.

Procedural Programming — The program consists of data and modules/procedures
that operate on the data. The two are treated as separate entities. [8 hrs]

Dictionaries- A collection of key-value pairs. It is used to store data values like a map,
which, unlike other data types, can hold multiple values as elements [4 hrs]

Object Oriented Programming - All computations are carried out using objects.
An object is a component of a program that knows how to perform certain actions
and how to interact with other elements of the program. [8 hrs]

Encapsulations, Abstraction, Inheritance and Polymorphism — The benefits of using
object oriented programming concepts in creating programs for real life problems.
[8hrs]

Python Standard library — Is a collection of modules that are distributed with Python,
which provides standardized solutions for many problems that occur in everyday
programming. [8 hrs]

Coding real-life Projects in the lab. [16 hrs]




Learning and Teaching Strategies

oslazlly @lazll b el

Strategies

To deliver this module effectively, we will focus on engaging students through
active participation in exercises and activities that foster critical thinking. This
will be accomplished through a combination of lectures and interactive Lab'’s,
as well as Enhancing students’ practical skills and proficiency, by introducing
them to emerging programming trends, such as, mobile, 10T, e-commerce
applications, open source and GUI-based applications.

Student Workload (SWL)
LCW‘ Vol O g g,JUalJ @»b.ﬂ\ Jed

Structured SWL (h/sem) 108 Structured SWL (h/w) .
i)l U35 LIl elaziadl gehyldl Josd! b gend CUall elatiall (qoly) ol

Unstructured SWL (h/sem) 97 Unstructured SWL (h/w) 6
i)l U5 Ilall plasiall pe gl oo Le gl CUall edaziall 2 ooyl Jamdl

Total SWL (h/sem)

Jraddl I Ll S gly ] Josd! 200
Module Evaluation
duwlydd) B3Le) unds
Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Week 1 Introducing Programming Concepts
Week 2 Arithmetic, logic, and comparison Operations
Week 3 Introducing Lists, and control statements
Week 4 Dictionaries, Accessing, Adding and Modifying Values
Week 5 Functions (Defining Functions, Passing Arguments, Return Values)
Week 6 Functions, Modules, Bug Busting and Exceptions
Week 7 Classes and Objects (Creating and Using a Class)
Week 8 Classes and Objects (Inheritance)
Week 9 Classes and Objects (Examples on Class Inheritance)
Week 10 | Classes and Objects (Importing Classes and Modules)
Week 11 | Python Standard Library —Part 1
Week 12 | Python Standard Library —Part 2
Week 13 | Files and Exceptions
Week 14 | Testing code (Testing Functions)
Week 15 | Testing code (Testing Classes)
Week 16 | Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1 Lab 1: Prepare working environment
Week 2 Lab 2: Arithmetic, logic, and comparison Operations, Control Statements
Week 3 Lab 3: Arithmetic, logic, and comparison Operations, Control Statements
Week 4 Lab 4: Lists, 2D Lists, List Methods, Tuples and Dictionaries
Week 5 Lab 5: Exercises and small Project about functions
Week 6 Lab 6: Exercises and small Project about classes and objects
Week 7 Lab 7: Files and Exceptions




Learning and Teaching Resources
wy.ﬁb M‘)Qw

Text

Available in the Library?

How to Think Like a Computer Scientist: Learning with

Required Texts Yes
Python
Recommended Python Crash Course, 2nd Edition. Copyright © 2019 by Eric
Texts Matthes. No
Websites Python Tutorial (w3schools.com)
Grading Scheme
lomydl Jalaseo
Group Grade sl Marks % | Definition
A - Excellent Sl 90 - 100 Outstanding Performance
B - Very Good BEevE 80 -89 Above average with some errors
Success Group -
(50 - 100) C - Good NVES 70-79 Sound work with notable errors
D - Satisfactory osgio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.



https://www.w3schools.com/python/

MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title Object-Oriented Programming(2) | Module Delivery

Module Type C Theory

Module Code CYBS-207 enre

ECTS Credits 8 X Tutorial
O Practical

SWL (hr/sem) 200 O Seminar

Module Level 2 Semester of Delivery

Administering Department College Type College Code

Module Leader e-mail

Module Leader’s Acad. Title Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name Name e-mail E-mail

SDt;:::tific Committee Approval Version Number 1.0

Relation with other Modules
3! Ayl sl gall ao A8l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents

LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
Gyl Baledl Colual

Teaching students:
1. How to write readable, reusable, and modular Project.
2. How to refactor their code periodically.
3. Manipulate programming errors.
4. How to test and maintain their code.

Module Learning
Outcomes

oled) @laidl Ol y3en
Lalyl

After this course you will be able to

1. Introducing students to the Object Oriented Programming manner, which give
them deep-insight into the related main topics.

2. Design the class diagram and Determine the main phases of the projects that
will be created

3. Gaining the student the ability and confidence to improve existing projects
toward implementing their own versions of the particular project.

4. Design and implement small projects that pave the way for them to enter the
world of markets and meet their needs.

Indicative Contents
dolin Y wlgisad!

This course includes Project’s planning and requirements definition, class diagram
designing, main phases definition, project development, and finally test and maintain
their project.

Project’s planning - s a procedural step in project management, where required
documentation is created to ensure successful project completion. Documentation
includes all actions required to define, prepare, integrate and coordinate additional
plans. . [8 hrs]

Class diagram - Type of diagram and part of a unified modeling language (UML) that
defines and provides the overview and structure of a system in terms of classes,
attributes and methods, and the relationships between different classes. It is
primarily designed for developers to provide the conceptual model and architecture
of the system being developed. [8hrs]

Main phases definition — a way of breaking down projects into more manageable and
accurate parts. The number and names of the phases may vary, but some common
ones are initiation, planning, execution, monitoring and control, and closure. Each
phase has a different focus and requires different skill sets, tasks, processes,
stakeholders, and organizations. [8 hrs]

Testing and Maintaining - the process of verifying the accuracy and completeness of




project deliverables before they are released to the customer. It is an essential part
of quality assurance and helps to ensure that the final product meets the customer’s
expectations [16 hrs]

Coding real-life Projects in the lab. [20 hrs]

Learning and Teaching Strategies

oty el ol el

Our primary goal in delivering this module is to engage students through
active participation and the development of critical thinking skills. To achieve

Strategies this, we will survey new in-class learning aid frameworks, comprising of work
procedure and communication and display devices, such frameworks enhance
students understanding and maintain contact with the instructor as well as
make students used to new technology.

Student Workload (SWL)
le guwl VO J O o Jlal Lﬂ;wbu\.]\ Jod

Structured SWL (h/sem) 108 Structured SWL (h/w) ;

el I3 CIlall elaziedl gohyldl Josdd! e gueanl Ual) @laiiall gyl Josnll

Unstructured SWL (h/sem) 97 Unstructured SWL (h/w) 6

duadl U3 LIl plaziadl p gohyldl Josd! bee gl JUal) elaiiall s bl Josell

Total SWL (h/sem) 200

el I Il SI1 gyl Joel

Module Evaluation
Leawly ) 8Ll oS




Relevant Learning

Time/Number Weight (Marks) Week Due
Outcome

Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All

Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All

Total assessment

100% (100 Marks)

Delivery Plan (Weekly Syllabus)

Material Covered

Week1 | OOP Concepts (Quick Glance)

Week 2 Planning and Requirements Definition

Week 3 Class Diagram Designing

Week4 | Main Phases Definition

Week5 | Defining Related Libraries

Week 6 | Main Screen Designing

Week7 | Classes Development (Create the main class )
Week 8 | Classes Development ( Create the other classes )
Week 9 Modules and Classes Importing ( Connect the classes by importing )
Week 10 | Code Refactoring |

Week 11 | C|asses Inheritance Managing

Week 12 | pjsplay Elements Managing

Week 13 | Code Refactoring Il

Week 14 | Testing and Maintenance

Week 15 | Experimental Results

Week 16

Exam

Delivery Plan (Weekly Lab. Syllabus)

Material Covered




Week1 | |ap 1: Planning and Requirements Definition

Week2 | | 5p 2: Prepare the working environment

Week3 | | 5p 3: Start Code the main class

Week4 | | 5p 4: Install the additional required libraries

Week 5 Lab 5: improve the main class and Fix the attributes and methods related to the screen
design

Week6 | |ab 6: Connect the classes by importing

Week7 | | ab 7: Graphical User Interface developing

Week 8 | | ab 8:Testing and Maintain the Project

u&t{)v‘.ﬂ‘j M\)aw

Learning and Teaching Resources

Text

Available in the Library?

Python Crash Course, 2nd Edition. Copyright © 2019 by Eric

Required Texts Yes
Matthes.
How to Think Like a Computer Scientist: Learning with
Recommended Python.
Texts Python for Cybersecurity: Using Python for Cyber Offense No
and Defense.
Websites Python Tutorial (w3schools.com)
Grading Scheme
L.")L‘{)J” hlxe
Group Grade il Marks % | Definition
A - Excellent il 90 - 100 Outstanding Performance
B - Very Good (BESNVES 80 -89 Above average with some errors
Success Group -
(50 - 100) C - Good NVeS 70-79 Sound work with notable errors
D - Satisfactory Lugio 60 - 69 Fair but with major shortcomings
E - Sufficient Jgstn 50-59 Work meets minimum criteria
Fail Group FX - Fail (ol W8) sy | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.



https://www.w3schools.com/python/

MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title Software Security Module Delivery
Module Type B Theory

Lect
Module Code CYBS-210 ecture

O Lab
ECTS Credits 4 XTutorial

[ Practical
SWL (hr/sem) 100 [ Seminar
Module Level 2 Semester of Delivery
Administering Department College Type College Code
Module Leader e-mail

Module Leader’s Acad. Title

Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name

Name e-mail E-mail

Scientific Committee Approval

Date

Version Number

1.0

Relation with other Modules

3 Ayl Slgall ao dBall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl lgisally phall 5L 9 Ayl B3l LIl

Module Objectives
o)yl Balad) Lol

Understanding Security Concepts: The course aims to provide students with a
solid understanding of the fundamental concepts and principles of software
security. This includes knowledge of common security threats, vulnerabilities,
and attacks that software systems can face.

Developing Secure Coding Skills: The course aims to equip students with the
necessary skills to develop secure software. Students will learn about secure
coding practices, including techniques to prevent and mitigate common
coding vulnerabilities such as injection attacks, buffer overflows, and cross-
site scripting.

Implementing Secure Software Development Practices: The course aims to
familiarize students with secure software development methodologies and
processes. Students will learn about the secure software development life
cycle (SSDLC) and how to integrate security considerations into each phase of
the software development process.

Designing Secure Software Architecture: The course aims to teach students
about secure software architecture design principles and patterns. Students
will learn how to identify and address security risks at the architectural level,
including considerations for secure deployment and configuration
management.

Enhancing Security Testing and Risk Assessment Skills: The course aims to
enhance students' skills in security testing and risk assessment. Students will
learn various techniques and tools for security testing, including penetration
testing and vulnerability scanning. They will also gain knowledge about threat
modeling and risk assessment methodologies to identify and prioritize
security risks in software systems.

Module Learning
Outcomes

ol @daddl Ol y3e0
|

oukwnNE

Overview of software security principles and goals

Common security threats and attacks

Introduction to secure software development life cycle (SSDLC)
Identifying security requirements for software systems

Risk assessment methodologies and threat modeling

Security metrics and measuring security effectiveness

Indicative Contents
dolé Y wlgisad!

Learning and Teaching Strategies

osdazlly @lazll b el

Strategies

Software security refers to the practice of implementing measures and techniques to

protect

software applications and systems from unauthorized access, data breaches,

and malicious attacks. It involves ensuring the confidentiality, integrity, and

availability of software and its associated data.




Student Workload (SWL)
LCW' Vol (S PE g,JUaU LSV"‘J"U‘ JA}J\

Structured SWL (h/sem) 48 Structured SWL (h/w) 3
Unstructured SWL (h/sem) - Unstructured SWL (h/w) 3
i)l INs LIl elaiall e gobdl Josell b gonl Ul plaiiall e gulyldl Josull

Total SWL (h/sem)
Jradd] I3 IUall S gyl Jasd

100

Module Evaluation

Relevant Learning
Time/Number Weight (Marks) Week Due
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2 and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)
Delivery Plan (Weekly Syllabus)
sz.b.d\ L‘?cj.f.w)’\ EL@.@J\
Material Covered
Week 1 Introduction to Software Security
Week 2 Software Security Requirements and Risk Assessment
Secure Coding Practices
J Understanding common coding vulnerabilities (e.g., buffer overflow, SQL injection)
Week 3
. Best practices for secure coding in popular programming languages
o Code reviews and static analysis tools for vulnerability detection
Web Application Security
Week 4
. Common web application vulnerabilities (e.g., cross-site scripting, cross-site request




forgery)

Secure coding practices for web applications

Web application security testing techniques

Secure Software Development Life Cycle (SSDLC)

Overview of the SSDLC phases (requirements, design, coding, testing, deployment)

Week 5
. Integrating security into each phase of the SSDLC
U Security testing and code analysis throughout the development process
Secure Software Architecture
Secure software design principles and patterns
Week 6
. Secure software deployment and configuration management
U Threat modeling and risk assessment for software architecture
Secure Database Management
. Securing databases against common vulnerabilities (e.g., injection attacks)
Week 7
U Encryption and key management for data at rest and in transit
. Database security best practices and secure database administration
Secure Mobile Application Development
. Unique security challenges in mobile app development
Week 8
J Secure coding practices for mobile platforms (iOS, Android)
. Mobile app security testing and vulnerability assessment
Software Security Testing
. Types of security testing (e.g., penetration testing, vulnerability scanning)
Week 9
. Security testing tools and techniques
. Test planning and reporting for software security testing
: Secure Software Maintenance and Patch Management
. Importance of ongoing software maintenance for security
Week 10
. Patch management strategies and practices
. Security incident response and handling
Secure Coding Frameworks and Libraries
J Introduction to secure coding frameworks (e.g., OWASP Top 10)
Week 11
. Secure coding libraries and their usage
. Secure software development resources and references
Secure Software Deployment
Week 12

Secure software deployment methodologies (e.g., containerization, DevSecOps)




U Cloud computing security considerations
. Identity and access management in cloud environments
Secure Coding for loT and Embedded Systems
. Security challenges in loT and embedded systems
Week 13
J Secure coding practices for loT and embedded software
o Secure communication protocols for loT devices
Social Engineering and Human Factors in Software Security
o Understanding social engineering techniques and prevention measures
Week 14
. Human factors in software security (e.g., user awareness, training)
o Psychological aspects of security behavior
: Emerging Trends in Software Security
. Exploration of emerging threats and attack vectors
Week 15
. Overview of cutting-edge security technologies (e.g., blockchain, Al)
. Discussion on future directions and challenges in software security
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1
Week 2

Learning and Teaching Resources
U,‘.«_.')J.Aﬂlj M‘)JL@Q

Designing Secure Software: A Guide for Developers, Loren
Required Texts NO
Kohnfelder ,2021

Web Application Security: Exploitation and
Countermeasures for Modern Web Applications, Andrew
Recommended Hoffman, O'Reilly Media; 1st edition 2020
Texts NO
Software Security: Building Security In, by Gary McGraw

(Author), Addison-Wesley, 2006

Websites

Text Available in the Library?



https://www.amazon.com/Loren-Kohnfelder/e/B098R5YHR6/ref=dp_byline_cont_book_1
https://www.amazon.com/Loren-Kohnfelder/e/B098R5YHR6/ref=dp_byline_cont_book_1
https://www.amazon.com/Andrew-Hoffman/e/B00G7YXP82/ref=dp_byline_cont_book_1
https://www.amazon.com/Andrew-Hoffman/e/B00G7YXP82/ref=dp_byline_cont_book_1

Grading Scheme

Gl lalases

Group Grade geRt] Marks % | Definition

A - Excellent Sl 90 - 100 Outstanding Performance

B - Very Good I dae 80 -89 Above average with some errors
(Ssut;:tiefgoc)iroup C - Good dax 70-79 Sound work with notable errors

D - Satisfactory Jaugie 60 - 69 Fair but with major shortcomings

E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail ) (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM

dawy 1 8oLl Cano g 73900

Module Information
Laly 1 B3l ologlas

Module Title Computational Theory Module Delivery

Module Type S Theory

Module Code CYBS-203 %bLecture

ECTS Credits 3 X Tutorial
Practical

SWL (hr/sem) 75 Seminar

Module Level 2 Semester of Delivery 1

Administering Department College Computer science and mathematics

Module Leader e-mail

Module Leader’s Acad. Title Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name Name e-mail E-mail

SDt:::tific Committee Approval Version Number

Relation with other Modules

3 Ayl Slgall ao d3all

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl lgisally phall 5L 9 Ayl B3l LIl

The theory of computability aims to teach the student to use algebraic laws.
Laws of algebra of propositions

Module Objectives

Gyl 8oLl Colua]

In addition to the study of quantifiers
Study different groups, theories and schemes, in addition to studying the
type of grammar.

the study of DFA and NDFA
6. State deletion algorithms and many topics so that the student can solve
issues related to computational theory with ease and clarity.

P wnN e

U

1. Intheoretical computer science and mathematics, computational theory is
the branch that deals with the effectiveness of solving problems through a
computational model using an algorithm.

2. We divide this field into three main sections: autonomy theory and
languages, computational theory, and computational complexity theory.

Module Learning 3. Because it is easy to form, it can be analyzed and used to prove results,

Outcomes 4. Because it represents what many consider to be the most powerful 'logical'
computational model possible.

Baleld P_L._:Jl Ol 5. The possibility of an infinite amount of memory seems to be an unattainable

o)y advantage, but any problem decided to be solved by means of a Turing

machine will always require only a finite amount of memory. So in principle,
6. Any problem that can (decided) be solved by a Turing machine can therefore
be solved by a computer with a limited amount of memory.
7. Computational theory can be considered the creation of models of all kinds
in the field of computer science. Therefore, mathematics and logic are used.

The aim of Theory of Computability is to teach the student to use algebraic laws in

L. solving problems, in addition to studying quantifiers, studying groups, theories, and
Indicative Contents

i different schemes, in addition to studying the type of grammer, studying DFA and
dolé Y wlgisal!

NDFA, state deletion algorithms, and many other topics so that the student can solve

problems related to theory. Calculation with ease and clarity.

Learning and Teaching Strategies

oty el bl

Computability theory deals primarily with the question of the extent to which a
problem is solvable on a computer. Computational theory relies mostly on the results
of the stopping problem.

Strategies p? &P . . . I -
Computational theory in computer science studies the possibility of efficiently

solving problems by means of a computer and studies what a computer can calculate

at present and the possibility of its development in the future.




Student Workload (SWL)
LC}guu‘ Yol & g0 g,JLL’.zU stb.ﬂ\ d.o?;.”

Structured SWL (h/sem) 18 Structured SWL (h/w) 3
! I el elasiall bl Josxdl b gend CUall latiall (ool ) ol

Unstructured SWL (h/sem) - Unstructured SWL (h/w) 5
el s LIl plaziadl e gelyldl Josdd! b gl (JUall laiiall s byl Jomrll

Total SWL (h/sem)

i)l I35 el SI1 gl Jasell 7

Module Evaluation

Time/Number Weight (Marks) Week Due Relevant Learning
Outcome

Quizzes 2 10% (10) 5and 10
Formative Assignments 2 10% (10) 2and 12
assessment Projects 1 10% (10) Continuous

Report 1 10% (10) 13
Summative Midterm Exam 2hr 10% (10) 7
assessment Final Exam 3hr 50% (50) 16
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)
Syl (£ gl Zlghol)

Material Covered

Week 1 Theory of computability

Week 2 grammar

Week 3 Type of grammar

Week 4 Quiz

Week 5 Derivation trees for context free grammar

Week 6 Simplification of context free grammar

Week 7 Finite automata and their language




Week 8

Type of finite automata

Week 9 Context free grammer
Week 10 | The equivalence of DFA and NDFA
Week 11 | Regular expression (RE)
Week 12 | Equivalence of FA and (RE)
Week 13 | Context sensitive grammar
Week 14 | How to solve laws of relations
Week 15 | Other approaches to computability
Week 16 | Exam
Delivery Plan (Weekly Lab. Syllabus)
Material Covered
Week 1
Week 2
Week 3
Week 4
Week 5
Week 6
Week 7

Learning and Teaching Resources
oedly @ladll Hobao

Text

Available in the Library?

e Discrete Mathematics and lts

Applications_7th_Edition

Required Texts Yes
e Introduction to Languages and the Theory of
Computation.

Theory and Applications of Computability,

R ded
ecommencde In cooperation with the association Computability in No

Texts

Europe.
Websites https://bookauthority.org/books/best-computability-books



https://www.springer.com/series/8819
https://bookauthority.org/books/best-computability-books

Grading Scheme

Gl lalases

Group Grade geRt] Marks % | Definition

A - Excellent Sl 90 - 100 Outstanding Performance

B - Very Good I dae 80 -89 Above average with some errors
(Ssut;:tiefgoc)iroup C - Good dax 70-79 Sound work with notable errors

D - Satisfactory Jaugie 60 - 69 Fair but with major shortcomings

E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail ) (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
‘\_\M\J.ﬂ\ 3alall S g C.Jj.u

Module Information
mba&\ XA C'_iujlm

Module Title Probabilities & statistics Module Delivery
Module Type S & Theory
Lecture
Module Code CYBS-111 O Lab
ECTS Credits 3 Tutorial
O Practical
SWL (hr/sem) 75 0 Seminar
Module Level 1 Semester of Delivery 2
Administering Department CybS College | CSM
Module . . S .
Leader Dr. Wisam Wadullah Saleem e-mail E-mail : wisam-stat@uomosul.edu.iq
Module Leader’s Acad. Title | Lecturer Module Leader’s Qualification Ph.D.
Module Tutor e-mail
Peer Reviewer Name Name e-mail E-mail
SIS e L i 01/06/2023 | Version Number | 1.0
Approval Date
Relation with other Modules
6 AY) Al )l gall ae 28)
Prerequisite module Semester
Co-requisites module Semester




Module Aims, Learning Outcomes and Indicative Contents

4L5 Y1 il sinall g alil) il g Al all salall Calaa

Module Objectives
Baul ) salal) Calaal

1. The student takes basic information in the principles of statistics.

2. Know the types of statistics as well as the types of variables and algebraic
operations using statistical symbols.

3. The student should take a simplified idea of methods for data collection,
tabulation and summary in a way that can be used in a way that fits with
his field of specialization, in addition to having skills in the data processing
process using a set of statistical measures.

4. Knowledge of the most important measures of central tendency and
measures of dispersion and methods of calculating them in the case of
tabulated and ungrouped data.

5. The student takes basic information about probability theory.

6. Know the types of accidents in probability theory in terms of the
possibility of occurrence.

7. Knowing the types of accidents in probability theory in terms of the
possibility of occurrence and performing operations on groups (Venn
diagram, equality and difference, union and intersection, complementary
groups, group algebra, De Morkan's law).

Module Learning
Outcomes

salall alasll a3
gus)

1. Introducing the basic terms of statistics.

2. Know the importance of statistics and its application in all fields of life.

3. The ability to deal with the sample, its concept, methods of sample
collection and analysis, and drawing conclusions.

4. The ability to tabulate data and put it into a frequency distribution table

5. The ability to interpret figures and graphs and extract information from
them.

6. The ability to calculate measures of central tendency and measures of
dispersion and interpret their values.

7. The ability to deal with various incidents of probability theory and to
calculate the mathematical relationships between groups.

Indicative Contents
Aali LY Ol gl

Indicative content includes the following.
Part A - Basic concepts in statistics, dealing with various variables, and
performing algebraic operations using statistical symbols. [5 hours]

Part B - Presenting the data in a frequency distribution table, finding the number of
categories and frequencies for each category, calculating the relative frequency
and the cumulative ascending and descending frequency, and representing the
frequency tables with graphs and interpreting their results. [5 hours.]

Part C - Use measures of central tendency and measures of dispersion for
classified and ungrouped data and explain the values of each. [10 hours.]

Part D - The use of probability theory to show potential, non-probable, certain and
impossible events, and to indicate the type of relationships between probabilistic




| groups. [10 hours]

Learning and Teaching Strategies

abeil) g alail) Cilia il sind

Encourage students’ participation in the exercises, while at the same time

Strategies refining and expanding their Practical thinking skills. This will be achieved

through classes, assignments, quizzes, and projects.

Student Workload (SWL)

Structured SWL (h/sem) 18 Structured SWL (h/w) 3
Jadl) A llall Alaigl) A Jeall Lie sand (alldall alial) = Al Jasl)

Unstructured SWL (h/sem) 57 Unstructured SWL (h/w) 5
daadll J3a llall alaiial) yie ol Al Jasl) e sl lall aliiidd) jie ol Hal) Jaall

Total SWL (h/sem) -

Jusdll & allall S sl jall el

Module Evaluation

:\.,3...»\):5\ 3aldl) ?mj
Time/Numbe Relevant Learnin
Weight (Marks) | Week Due 9
r Outcome
. LO
Quizzes 3 15 % (15) 59and 12
#1,#2 #3 #4 #5and#6
. LO
Formative . 3,6,9,11
Assignments 5 15% (15) #1,#2 #3 #4,#5 #6
assessment and 14
and #7
Projects / Lab. - 10% (10) - -
Report 1 10% (10) 12 all
. Midterm
Summative 2hr 10% (10) 11 all
Exam
assessment .
Final Exam 3hr 50% (50) 16 all
100% (100
Total assessment
Marks)




Delivery Plan (Weekly Syllabus)
@bl e pul) el

Material Covered

Concept of statistics, types of statistics, importance of statistics, nature of data, types of

e L variables, population and sample, statistical symbols, mathematical examples

Week 2 Data tabular display, frequency distribution, total range of distribution, number of classes,
class length, lower and upper limit, class center, class frequency

Week 3 Tabulation of data for discrete variables, for example, tabulation of data for continuous
variables, relative frequency distribution

Week 4 | Clustered frequency distribution, ascending clustered frequency distribution table,
descending clustered frequency distribution table

Week 5 | Double frequency distribution table, example, graphs, graphs for grouped and ungrouped
data, histograms

Week 6 | Frequency polygon, frequency curve, agglomeration, ascending agglomeration, descending
agglomeration

Week 7 Measures of central tendency, the arithmetic mean, the calculation of the arithmetic mean

ee from ungrouped data, the direct method, the reduced method (the method of deviations)

Week 8 | Calculating the arithmetic mean from grouped data, the direct method, the reductive method,
and the method of deviations divided by class length

Week 9 The weighted arithmetic mean, the characteristics of the arithmetic mean, the advantages of
the arithmetic mean, and the disadvantages of the arithmetic mean

Week 10 | Harmonic mean, calculating the harmonic mean from ungrouped data, calculating the
harmonic mean from tabulated data, advantages and disadvantages of the harmonic mean

Week 11 Median, calculating median from ungrouped data, calculating median from grouped data
(continuous variable, discrete variable), advantages and disadvantages
Mode, calculation of mode from ungrouped data, calculation of mode from grouped data,

Week 12 | class center method, moment method, difference method, relationship between some
measures of central tendency
Measures of dispersion, definition of dispersion and its purpose, range, mean deviation,

Week 13 | variance and standard deviation, relationship between standard deviation and mean deviation,
advantages of standard deviation, disadvantages of standard deviation

Week 14 | Probability theory, introduction, certain events, events that are not impossible, possible
events (uncertain), the beginnings of set theory, basic definitions,

Week 15 Operations of groups, Venn diagram, equality and difference, union and intersection,
complement groups, algebra of groups, De Moorcan's law, classic definition

Week 16

Exam




Learning and Teaching Resources
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Available in the
Library?

Text

euired Tots | PSS T ST " (Q008) sy i g ) e
d ,ébﬂ\-&a&d\&u@ “;AM‘ &l g

(AN Aaghall " slas¥) I JAdall (1984 2 gana gl g9l )

Recommended 1A - e gall daala ¢ i) g Asldall ciaslf la Ay pude o
Texts B A gl ) piall g Aaia¥I" (2007) i Juubls (980
1l - Jaa gall daalay ¢ alad) Eiadd) g Madl andail)
Websites
Grading Scheme
Group Grade il o2 | Definition
A - Excellent Dlial 90 - 100 | Qutstanding Performance
B - Very [EENRNES 80 -89 Above average with some errors
Success Good
Group C - Good 2 70-79 Sound work with notable errors
(50 - 100) D - . . . . .
. Jau -
Satisfactory Fa 60 - 69 Fair but with major shortcomings
E - Sufficient J e 50 - 59 Work meets minimum criteria
. . . More work required but credit
_ dalladll 28) -
Fail Group FX - Fail S ) el | (45-49) awarded
(0-49) F _ Fail s (0-44) Cons_,lderable amount of work
required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for
example a mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The
University has a policy NOT to condone "near-pass fails" so the only adjustment to marks awarded by the
original marker(s) will be the automatic rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
Ayl Bolal Sloglas

Module Title Programming (1) Module Delivery
Module Type Core Theory
Lecture
Module Code CYBS-101
Lab
ECTS Credits 8 Tutorial
O Practical
SWL (hr/sem) 200 ] Seminar
Module Level 1 Semester of Delivery 1
Administering Department College
Dr. Yasir Faraj
Module Leader r. Yasirraraj e-mail yasirfaraj@uomosul.edu.iq

Mohammed

Module Leader’s Acad. Title

Module Leader’s Qualification

Module Tutor

e-mail

Peer Reviewer Name

e-mail E-mail

Scientific Committee Approval

Date Version Number 1.0
Relation with other Modules
3! Ayl sl gl o A8l
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
LaliyYl lgisally phatll 5L 9 Ayl 8Ll LIl

1. To develop problem solving skills and understanding of programing through
the application of instruction.
Module Objectives

Gyl 8oLl CBlua]

To understand input , output instruction .

This course deals with the basic operation in any program code.
This is the basic subject for all programs.

To understand how to analysis any problem to solve it by programs.

I O

To perform a good programmer .

Important: Write at least 6 Learning Outcomes, better to be equal to the
number of study weeks.

Module Learning Recognize how instruction works in program code.

List the various terms of programing.
Outcomes prog 8

Summarize what is meant by a basic instruction.
Discuss the simple programming and the perfect programing .
8ol eladdl Ol y3e0

Describe the problem and how to solve it by programing.
dwlyd|

Identify the basic elements of any program code.

No vk wbnek

Discuss the precedence of operator .
8. Discuss the various of idea to solve any program .

Indicative content includes the following.

Part A - programing Theory Flowcharts, simple sequential flowchart , branched

flowchart , Loop flowchart [15 hrs]

Identifier names , variables and data types (Integer ,float ,double , char)  Input

and output statements (cin and cout statements). [15 hrs]

Operators (arithmetic ,relational and logical) +, -, * , [/, % ,>, <, && , | ,!

Indicative Contents | Precedence of operator (( ),++,—=,*/%,+=,? ). [10 hrs]

a:\.)lfb)}” C)lfy'.::m.]‘

The control statements(first type) , Nested control statement. (nested if statement )
[15 hrs]

Part Il (of control statement ) Switch .... Case selected [10 hrs]
Part B - The control statements(second type)

Looping first type , For loop and Nested for loop , Looping second type (While loop
and Nested while loop, Looping third type (Do..... while loop ) (20 hrs)

Statement working with loop (Break , continue). [10 hrs]

Functions (Simple functions ) . (10 hrs)




Learning and Teaching Strategies

ealatlly elatll bl

Strategies

Type something like: The main strategy that will be adopted in delivering this module
is to encourage students’ participation in the exercises, while at the same time
refining and expanding their critical thinking skills. This will be achieved through
classes, interactive tutorials and by considering types of simple experiments involving
some sampling activities that are interesting to the students.

Student Workload (SWL)
leguwl VO J O g Jlal L__S‘*’b“u‘ Jedl

Structured SWL (h/sem) 108 Structured SWL (h/w) .
Jad)l I Jlall plasiall gyl o) b gend CUall elaiiall (qoly) ol

Unstructured SWL (h/sem) 9 Unstructured SWL (h/w) 6
)l I LIl clasiall e gobldl Jooell b gl Ul platiall e gulyldl Josell

Total SWL (h/sem)

Jradl I Ll S golydl Jod! 200
Module Evaluation
duwlydd) B3Le) s
Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 1 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 6 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 6 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered
Week 1 Introduction - simple sequential flowchart
Week 2 branched flowchart
Week 3

Identifier names , variables and data types
Week 4

Input and output statements
Week 5

Operators (arithmetic ,relational and logical)
Week 6

precedence of operator
Week 7

The control statements(first type)
Week 8

Nested control statement
Week 9

The control statements(second type)
Week 10

Looping first type
Week 11

Looping second type
Week 12

Looping third type
Week 13

Statement working with loop
Week 14

Functions
Week 15

Simple function
Week 16

Input and output statements

Delivery Plan (Weekly Lab. Syllabus)
isal) (£ 9l zlgiall

Material Covered

Week 1 Lab 1: Introduction to the language

Week 2 Lab 2: .input ,output instruction

Week 3 Lab 3: variables and constants, Assignment operator Arithmetic and Logical operators

Week 4 Lab 4: Control Decision (if and switch case)

Week 5 Lab 5: Looping statement (for)

Week 6 Lab 6: Looping statement (while and do while)

Week 7 Lab 7: simple functions




Learning and Teaching Resources
w)xdlg M\)JL@Q

Text Available in the Library?
.C++ from control structures through objects,
Required Texts no
eighth edition, by Tony Gaddis
Recommended
No
Texts
Websites
Grading Scheme
Ol alaso
Group Grade el Marks % | Definition
A - Excellent kel 90-100 Outstanding Performance
B - Very Good [BESNVES 80—-89 Above average with some errors
(Ssu(;:(ielsgo()iroup C - Good RVES 70-79 Sound work with notable errors
D - Satisfactory Jowgio 60— 69 Fair but with major shortcomings
E - Sufficient Jgade 50-59 Work meets minimum criteria
Fail Group FX - Fail (ddlaadl 8) cwnly | (45-49) More work required but credit awarded
(0-49) F - Fail el (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
Laly 1 B3l ologlas

Module Title Secure Communication Protocols Module Delivery

Module Type C Theory
O Lect

Module Code CYBS-311 ecture
OLab

ECTS Credits 5 Tutorial
O Practical

SWL (hr/sem) 125 [ Seminar

Module Level 3 Semester of Delivery 2

Administering Department College

Module Leader Name e-mail E-mail

Module Leader’s Acad. Title Module Leader’s Qualification

Module Tutor Name (if available) e-mail E-mail

Peer Reviewer Name Name e-mail E-mail

ientifi .
SD:::tl ic Committee Approval Version Number 1.0

Relation with other Modules

3 Ayl Slgall ao dBall

Prerequisite module

None

Semester

Co-requisites module

None

Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
o)yl Balad) Lol

The module objectives of Protocols for Secure Communication may include:
Understanding Secure Communication Protocols: Gain a thorough understanding of
the principles, concepts, and mechanisms used in secure communication protocols.
Learn about various protocols and their roles in establishing secure communication
channels.

Analyzing Security Requirements: Identify and analyze the security requirements for
secure communication, such as confidentiality, integrity, authentication, and non-
repudiation. Understand the importance of these requirements in designing secure
communication protocols.

Evaluating Existing Protocols: Study and evaluate existing secure communication
protocols, such as SSL/TLS, IPsec, SSH, and S/MIME. Examine their strengths,
weaknesses, and vulnerabilities, and understand the trade-offs involved in their
design.

Cryptographic Algorithms and Protocols: Understand the cryptographic algorithms
and protocols used in secure communication. Learn about symmetric and
asymmetric encryption, digital signatures, key exchange protocols, and secure hash
functions.

Designing Secure Communication Protocols: Develop the skills to design and develop
secure communication protocols that meet specific security requirements.
Understand the principles of protocol design, secure session establishment, secure
data transmission, and secure session termination.

Threats and Vulnerabilities: Identify and analyze the threats and vulnerabilities
associated with secure communication protocols. Explore common attacks, such as
man-in-the-middle attacks, replay attacks, and cryptographic attacks, and learn
techniques to mitigate these risks.

Security Analysis and Testing: Gain the ability to analyze and test the security of
secure communication protocols. Learn about formal methods, penetration testing,
and vulnerability assessment techniques to identify and address security flaws.
Emerging Trends and Technologies: Stay updated with emerging trends and
technologies in secure communication protocols. Explore advancements in areas
such as quantum-resistant cryptography, secure loT communication, and blockchain-
based protocols.

Secure Implementation and Deployment: Understand the considerations and best
practices for implementing and deploying secure communication protocols. Learn
about secure configuration, certificate management, secure key exchange, and
secure protocol integration.

Standards and Compliance: Understand the standards and compliance requirements
related to secure communication protocols. Explore industry standards, such as PCI
DSS, HIPAA, and ISO 27001, and learn how to ensure compliance when implementing
secure communication protocols.

By achieving these module objectives, students will be equipped with the knowledge
and skills to design, analyze, and implement secure communication protocols. They
will understand the principles and techniques for establishing secure communication
channels, mitigating vulnerabilities, and addressing security requirements in various
applications and systems.

Top of Form

Module Learning
Outcomes

The module learning outcomes of Protocols for Secure Communication may include:
Knowledge of Secure Communication Protocols: Demonstrate a comprehensive
understanding of secure communication protocols, including their purpose,




ol @laddl Ol y5e0
duwslyd)

functionality, and underlying cryptographic mechanisms.

Understanding Security Requirements: Identify and articulate the security
requirements necessary for establishing secure communication channels, such as
confidentiality, integrity, authentication, and non-repudiation.

Evaluation of Protocols: Evaluate and compare different secure communication
protocols based on their strengths, weaknesses, and vulnerabilities. Assess their
suitability for specific use cases and environments.

Design and Development Skills: Develop the skills to design and implement secure
communication protocols that address specific security requirements. Apply
cryptographic algorithms and techniques to establish secure communication
channels.

Analysis and Mitigation of Threats: Analyze and assess the threats and vulnerabilities
associated with secure communication protocols. Implement appropriate
countermeasures and mitigation strategies to protect against attacks.

Security Testing and Assessment: Apply security testing techniques and tools to
assess the effectiveness and robustness of secure communication protocols. Identify
and address security flaws and vulnerabilities.

Compliance and Standards Awareness: Understand the industry standards,
regulations, and compliance requirements relevant to secure communication
protocols. Ensure compliance with applicable standards and implement protocols in
alignment with regulatory guidelines.

Awareness of Emerging Trends: Stay updated with the latest trends and
advancements in secure communication protocols. Understand the implications of
emerging technologies and evolving threats on the design and implementation of
secure communication solutions.

Effective Communication: Communicate technical concepts related to secure
communication protocols clearly and effectively. Demonstrate the ability to present
and explain complex ideas to technical and non-technical stakeholders.

Ethical and Professional Considerations: Recognize and adhere to ethical and
professional standards in the design, implementation, and use of secure
communication protocols. Understand the legal and privacy implications associated
with secure communication.

By achieving these module learning outcomes, students will possess the knowledge
and skills necessary to design, evaluate, and implement secure communication
protocols. They will be able to assess security requirements, mitigate threats, ensure
compliance, and adapt to emerging trends in the field of secure communication.
Top of Form

Indicative Contents
Aol Y wlgisad!

The indicative contents of a module on Protocols for Secure Communication may
include:

Introduction to Secure Communication

Overview of secure communication protocols
Importance of secure communication in protecting data
Cryptographic Foundations

Symmetric and asymmetric encryption algorithms
Digital signatures and hash functions

Key management and secure key exchange

Secure Socket Layer (SSL)/Transport Layer Security (TLS)
SSL/TLS protocol overview

Handshake protocol for session establishment

Record protocol for secure data transmission

SSL/TLS vulnerabilities and countermeasures




Internet Protocol Security (IPsec)

IPsec architecture and components

Authentication and encryption mechanisms

IPsec key management

IPsec tunnel and transport modes

Secure Email Communication

Overview of secure email protocols (S/MIME and PGP)

Email encryption and digital signatures

Public key infrastructure (PKI) for email security

Secure File Transfer Protocol (SFTP) and Secure Shell (SSH)

SFTP protocol for secure file transfer

SSH protocol for secure remote login

SSH key-based authentication and secure tunneling

Virtual Private Networks (VPNs)

VPN concepts and types (site-to-site, remote access)

VPN protocols (IPsec-based, SSL-based)

VPN deployment considerations and best practices

Secure Web Communication

HTTPS and HTTP/2 protocols

SSL/TLS deployment for web applications

Web security considerations (session management, cross-site scripting, etc.)
Wireless Security Protocols

Wi-Fi security protocols (WPA2, WPA3)

IEEE 802.1X/EAP for secure wireless access

Wireless security vulnerabilities and mitigation techniques

Emerging Trends in Secure Communication

Post-quantum cryptography

Blockchain and distributed ledger technology for secure communication

loT security protocols and challenges

Please note that these are indicative contents and the actual curriculum may vary
depending on the institution and specific course requirements. The module may also
include practical exercises, case studies, and hands-on implementation of secure
communication protocols.

Top of Form

Learning and Teaching Strategies

oedally elazll Sliamilil

Strategies

Strategies for implementing protocols for secure communication include:
Encryption: Implement strong encryption algorithms to protect the confidentiality of
data during transmission. This involves encrypting the data using cryptographic keys
and ensuring that only authorized parties have access to the keys.

Authentication: Use authentication mechanisms to verify the identity of
communicating parties. This can involve techniques such as digital certificates, public
key infrastructure (PKI), or username/password authentication to ensure that both
parties are who they claim to be.

Secure Key Exchange: Establish secure methods for exchanging encryption keys
between communicating parties. This ensures that the keys are not compromised
during transmission and that only authorized parties have access to the keys.




Data Integrity: Implement mechanisms to ensure the integrity of transmitted data.
This can involve techniques such as cryptographic hash functions or message
authentication codes (MACs) to detect any unauthorized modifications or tampering
of the data during transmission.

Secure Protocols: Use secure communication protocols that have been designed and
implemented with security in mind. Common examples include SSL/TLS for web
communication, IPsec for network communication, and S/MIME for email
communication.

Security Auditing and Monitoring: Regularly audit and monitor the secure
communication protocols and systems to detect any vulnerabilities or anomalies. This
can involve analyzing logs, conducting penetration testing, and implementing
intrusion detection and prevention systems (IDPS).

Regular Updates and Patching: Stay up to date with the latest security patches and
updates for the protocols and systems used for secure communication. This helps
ensure that any known vulnerabilities or weaknesses are addressed promptly.
Training and Awareness: Provide training and awareness programs for users and
administrators to educate them about secure communication practices, such as
recognizing phishing attempts, using secure protocols, and safeguarding encryption
keys.

Compliance with Standards and Regulations: Ensure that the protocols and systems
used for secure communication comply with relevant industry standards and
regulations, such as PCI DSS, HIPAA, or GDPR. This helps ensure that security
requirements and best practices are followed.

Incident Response and Recovery: Have an incident response plan in place to handle
security incidents or breaches related to secure communication protocols. This
includes procedures for identifying and mitigating security threats, restoring secure
communication channels, and recovering from any potential damage.

These strategies help organizations establish and maintain secure communication
channels while mitigating potential vulnerabilities and risks associated with data
transmission.

Top of Form

Student Workload (SWL)
e gl 1 0J g JUall gyl Jazxl!

Structured SWL (h/sem) 63 Structured SWL (h/w) 4
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Unstructured SWL (h/sem) 6 Unstructured SWL (h/w) A
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Total SWL (h/sem)

i)l I35 el SI1 gubl)) Jassll 125

Module Evaluation
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Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 2 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 2 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 1 10% (10) Continuous | All
Report 1 10% (10) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 10% (10) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)

Delivery Plan (Weekly Syllabus)

Gl (£ oM Eleioll
Material Covered
Week1 | |ntroduction to Secure Communication Protocols
Week2 | Secure Socket Layer (SSL) and Transport Layer Security (TLS)
Week3 | pyplic Key Infrastructure (PKI)
Week4 | Secure Email Protocols
Week 5 | Virtual Private Networks (VPNs)
Week6 | Secure File Transfer Protocols
Week7 | Secure Web Communication
Week8 | Secure Voice and Video Communication
Week9 | Secure Instant Messaging
Week10 | Secyre DNS and DNSSEC
Week 11 | Sacure loT Communication
Week 12 | Sacyre Mobile Communication
Week13 | Secure Social Media and Collaboration
Week14 | Blockchain and Secure Communication
Week15 | Final Project Presentations and Review
Week 16 | Exam

Delivery Plan (Weekly Lab. Syllabus)

Material Covered




Week 1

Week 2

Week 3

Week 4

Week 5

Week 6

Week 7

Learning and Teaching Resources
u&t{)v‘.ﬁ‘j p.lall\_).)bp.n

Text

Available in the Library?

Required Texts

"Cryptography and Network Security: Principles and Practice"
by William Stallings.

This book provides a comprehensive overview of cryptography
and network security, including protocols for secure
communication. It covers topics such as encryption,
authentication, key management, secure socket layer
(SSL)/transport layer security (TLS), virtual private networks
(VPNs), and wireless security protocols.

Recommended

Texts

SSL and TLS: Designing and Building Secure Systems" by Eric
Rescorla.

This book provides an in-depth exploration of the Secure
Sockets Layer (SSL) and Transport Layer Security (TLS)
protocols, which are widely used for securing communication
over the Internet. It covers the history, design principles, and
technical details of SSL/TLS protocols, including their
cryptographic algorithms, handshaking process, and record
layer.

Websites

Transport Layer Security (TLS) Working Group: www.ietf.org/wg/tls/: The TLS Working Group

is a part of the Internet Engineering Task Force (IETF) and is responsible for developing and
maintaining the TLS protocol. Their website provides access to RFCs (Request for Comments),

drafts, and other technical documents related to TLS.



http://www.ietf.org/wg/tls/

Grading Scheme

Gl lalases

Group Grade geRt] Marks % | Definition

A - Excellent Sl 90 - 100 Outstanding Performance

B - Very Good I dae 80 -89 Above average with some errors
(Ssut;:tiefgoc)iroup C - Good dax 70-79 Sound work with notable errors

D - Satisfactory Jaugie 60 - 69 Fair but with major shortcomings

E - Sufficient Jgutn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Alaadl 08) Cwly | (45-49) More work required but credit awarded
(0-49) F - Fail ) (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
Ayl Bolall Sloglas

Module Title Cyber Security Fundamentals | Module Delivery
Module Type Core X Theory
Lecture
Module Code CYBS-109
Lab
ECTS Credits 5 Tutorial
O Practical
SWL (hr/sem) 125 O Seminar
Module Level 1 Semester of Delivery 1
Administering Department College Type College Code
Module Leader Dr. Sufyan Salim Mahmood e-mail Drsufyan.salim@uomosul.edu.iq
Module Leader’s Acad. Title Module Leader’s Qualification
Module Tutor e-mail
Peer Reviewer Name e-mail E-mail
Scientific Committee Approval 01/06/2023 Version Number 1.0
Date
Relation with other Modules
S5 &yl Slgall ao dBMall
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
Gyl Baladl Colual

1. Theroles ad influences of governments, commercial and other organizations, citizens
and criminals in cyber security affairs.

2. Issues surrounding privacy and anonymity
3.  he importance of taking a multi-disciplinary approach to cyber security

he potentialities and challenges of emerging block chain technology to enhance
inter-organization trust and data/processing integrity This is the basic subject for all
programs.

5. The cyber threat landscape, both in terms of recent emergent issues and those issues
which recur over time

6. General principles and strategies that can be applied to systems to make them more
robust to attack

7.Important: Write at least 6 Learning Outcomes, better to be equal to the number of
study weeks. General principles and strategies that can be applied to systems to make
them more robust to attack

Module Learning
Outcomes

83l @daddl Ol y3e0
oyl

1- Protect and defend computer systems and networks from cybersecurity attacks. ...

2- Diagnose and investigate cybersecurity events or crimes related to computer systems and
digital evidence. ...

3- Effectively communicate in a professional setting to address information security issues.

Indicative Contents
dyalany VIl wbgiseall

Indicative content includes the following.
Part A —: Introduction to Cyber security and Security Fundamentals Overview of cybersecurity

and its importance Basic security concepts and principles Threat modeling, [20 hrs]

Part B — Network Security
Network security fundamentals, including firewalls, intrusion detection, andpreventiosystems

Encryption and decryption techniques Virtual Private Networks (VPNs) [20 hrs]

Part C — Cryptography Access Control and Authentication Security Management and Risk
Assessment [15 hrs]

Part D- structures: Definition of structures , read structurer , write structures, examples,

Definition of nested structure , examples [20 hrs]

Part E - Web Security and Applications

Mobile Security, Cloud Security

Part F-ncident Response and Recovery

ncident response planning and management, Disaster recovery and business continuity
planning, Cyber security incident investigations




Learning and Teaching Strategies

ealatlly ehatll Colimsl il

Strategies

Type something like: The main strategy that will be adopted in delivering this module
is to encourage students’ participation in the exercises, while at the same time
refining and expanding their critical thinking skills. This will be achieved through
classes, interactive tutorials and by considering types of simple experiments involving
some sampling activities that are interesting to the students.

Student Workload (SWL)
leguwl VO J O g Jual L__S‘*’b“u‘ Jedl

Structured SWL (h/sem) 63 Structured SWL (h/w) 4
)l I Jlall plasiall (qwlyldl o) b gonl CIUall platiall (el Jod|

Unstructured SWL (h/sem) 6 Unstructured SWL (h/w) 4
i)l I CIlall clasiall e gobldl Joodll b gl CIUall lasiadl pe gyl Josell

Total SWL (h/sem)

Jradl I Clall S glydl Jod! 125
Module Evaluation
duwly ) B3Le) unds
Time/Number Weight (Marks) Week Due Relevant Learning
Outcome
Quizzes 1 10% (10) 5and 10 LO #1, #2 and #10, #11
Formative Assignments 10% (10) 2and 12 LO #3, #4 and #6, #7
assessment Projects / Lab. 0 0% (0) Continuous | All
Report 15 15% (15) 13 LO #5, #8 and #10
Summative Midterm Exam 2hr 15% (15) 7 LO #1 - #7
assessment Final Exam 3hr 50% (50) 16 All
Total assessment 100% (100 Marks)




Delivery Plan (Weekly Syllabus)

Material Covered

Week 1 Introduction to Cyber Security (Overview, Definitions, and Terminology)
Week 2 Cyber Threats, Attacks, and Actors (Types and Examples)
Week 3 Cyber security Risk Management (Identification, Assessment, and Control)
Week 4 Cyber Defense Strategies (Prevention, Detection, and Response)
Week 5 Cryptography (Principles, Techniques, and Applications)
Week 6 Cybercrime Investigations and Forensics (Tools, Procedures, and Techniques)
Week 7 Network Security (Protocols, Devices, and Services)
Week 8 Operating System Security (Threats, Vulnerabilities, and Patches)
Week 9 | Web Security (Threats, Configurations, and Best Practices)
Week 10 | Cloud Security (Deployment Models, Risks, and Controls)
Week 11 | Mobile Security (Threats, Platform, and App Security)
Week 12 | Social Engineering (Phishing, Scams, and Deception)
Week 13 | Ethics and Legal Issues in Cybersecurity (Privacy, Intellectual Property, and Liability)
Week 14 | Emerging Trends in Cybersecurity (Artificial Intelligence, Internet of Things, and Blockchain)
Week 15 | Review
Week 16 | Exam
Delivery Plan (Weekly Lab. Syllabus)
kel L;—j.«.w)’\ Ay
Material Covered
Week 1 None
Week 2 None
Week 3 None
Week 4 None
Week 5 None
Week 6 None
Week 7 None

Learning and Teaching Resources
w)m‘j Pl:.‘i.“).)l,,a.n




Text

Available in the Library?

Essentials. CRC Press
2.Andress, J. (2013). Cyber Warfare: Techniques, Tactics

1.Graham, J., Howard, R. and Olson, R. (2011). Cyber Security

Required Texts and Tools for Security Practitioners. Syngress. No
3. Clarke, R.A. (2012). Cyber War: The Next Threat to
National Security and What to Do about it. ECCO Press.
Recommended
No
Texts
Websites
Grading Scheme
Syl lalases
Group Grade oaill Marks % Definition
A - Excellent kel 90-100 Outstanding Performance
B - Very Good [BESNVES 80-89 Above average with some errors
(S:(;:(ielsgo(;iroup C - Good RVES 70-79 Sound work with notable errors
D - Satisfactory lawgio 60 — 69 Fair but with major shortcomings
E - Sufficient Jgsda 50-59 Work meets minimum criteria
Fail Group FX - Fail (ddlaadl u8) cwnly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




MODULE DESCRIPTION FORM
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Module Information
Ayl 8okl Ologlas

Module Title Cual) aI.EJ adl Module Delivery
Module Type S X Theory
Lecture
Module Code UuoM201
O Lab
ECTS Credits 2 [ Tutorial
[ Practical
SWL (hr/sem) 30 O Seminar
Module Level 2 Semester of Delivery
Administering Department NT College CSM
Module Leader oWl e clgao e-mail
Module Leader’s Acad. Title deluw (poydo Module Leader’s Qualification
Module Tutor Name (if available)cwS> sbgso e-mail E-mail
Peer Reviewer Name NamecwS> sbgso e-mail E-mail
Scientific Committee Approval Version Number 10
Date
Relation with other Modules
6531 Ay 319l go 4331
Prerequisite module None Semester
Co-requisites module None Semester




Module Aims, Learning Outcomes and Indicative Contents
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Module Objectives
dulyd) Bolll LBl
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Module Learning
Outcomes
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Ayl

e o CIUal O3S Baladl dulgin

delaizdlg 4563l Wl o &S50l @ly2e)l Elgil Judoxig dpus

Pl S5l (@) s boadly Al dpndid] @1l o \gindaly Aoyl pgial Jolis Cauog 0285
lgiendal 402,89 Ll dd)yall dslioe)l deSimall s 8yolall dladl eillydll e Cyall

aaimalls el e s @l Leait)] dapdall ogd
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Indicative Contents

Human rights are universal, meaning they apply to everyone, everywhere, without
discrimination. They encompass civil, political, economic, social, and cultural rights,
and are often codified in international and national legal frameworks.

Lol OLgisall
b ol Civil and political rights include the right to life, liberty, and security of person;
freedom of expression, assembly, and association; the right to a fair trial; and
protection against torture, arbitrary arrest, and discrimination.
Learning and Teaching Strategies
Civil and political rights include the right to life, liberty, and security of person;
Strategies freedom of expression, assembly, and association; the right to a fair trial; and
protection against torture, arbitrary arrest, and discrimination.
Student Workload (SWL)
Lc-ﬁ.«‘»\ Vol P g0 g,JUQ.U st\).\J\ d.o.;:.]\
Structured SWL (h/sem) 3 Structured SWL (h/w) 5
)l I Clall elaziall golyd] ool e gl CUall elatiall (ool ! Jasel
Unstructured SWL (h/sem) 18 Unstructured SWL (h/w) 1
Jiad)l I (Il elaiall pe (quhyull Joxdl b gend CIUall plaiiall pe oyl Jasll
Total SWL (h/sem) 50
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Module Evaluation

Relevant Learning

Time/Number Weight (Marks) Week Due
Outcome
Quizzes 2 20% (20) 5and 15 ALL
Formative Assignments 2 10% (10) 2and 12 ALL
assessment Projects / Lab. 1 5% (5) Continuous | All
Report 1 5% (5) 13 ALL
Summative Midterm Exam 1hr 10% (10) 7 LO #1 - #7
assessment Final Exam 2hr 50% (50) 16 All

Total assessment

100% (100 Marks)

Delivery Plan (Weekly Syllabus)

S (£ 5 gl
Material Covered
Week1 | bMasolg da) douyxdl pggan
Week2 | @3yl pludl
Week3 | @Iyl &gl
Week 4 Ldadl &8l pad) A8 lized) deSioead! (o 8y0Lall a1
Week5 | )bl /dcloimNly duwdidl @51yl
Week 6 | W/ duwdidl @3]yl
Week7 | Olxial
Week 8 | Cuadl plaid &,Sunlly doliadl Bl wlyl,3
Week9 | dsod! o3ly=|
Week10 | dcloxdl plaall @3ly>
Week 11 | 2003-1963 ¢y dnslozd! 83U plaa) (sl Candatll
Week 12 | &Ll plaidl (1o 4S5yl daslocd! polaall Colu




Week 13 | dazlyo
Week14 | ¢!
Week 15 dole dazxlye

Learning and Teaching Resources
wjdﬂb e.l:.l)\).)l.p.n

Text Available in the Library?
Required Texts NO
Recommended
NO
Texts
Websites
Grading Scheme
Oyl Jalaseo
Group Grade ERt:i] Marks % | Definition
A - Excellent Sl 90 - 100 Outstanding Performance
B - Very Good SNV 80 - 89 Above average with some errors
(S:(;:t_:els;O?roup C - Good BVES 70-79 Sound work with notable errors
D - Satisfactory Jawgin 60 - 69 Fair but with major shortcomings
E - Sufficient Jgstn 50-59 Work meets minimum criteria
Fail Group FX - Fail (Adlaadl ud) cwnly | (45-49) More work required but credit awarded
(0-49) F - Fail sl (0-44) Considerable amount of work required

Note: Marks Decimal places above or below 0.5 will be rounded to the higher or lower full mark (for example a
mark of 54.5 will be rounded to 55, whereas a mark of 54.4 will be rounded to 54. The University has a policy NOT
to condone "near-pass fails" so the only adjustment to marks awarded by the original marker(s) will be the
automatic rounding outlined above.




