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Biostatistics
Statistics: a field of study concerned with methods and procedures of: 

· Collection, organization, classification, summarization (Descriptive statistics),
· Analysis and drawing inferences from data (Analytic statistics).

Biostatistics: when the data are derived from biological and medical sciences.

Advantages:
1. Carrying out research.

2. Evaluating published articles.

3. Professional and personal satisfaction.

Types of data:

A population is a complete set of people or other subjects which can be studied. A sample is a smaller part of that population. For example, 'all the smokers in the UK' can be regarded as a population. In a study on smoking, it would be almost impossible to study every single smoker. We might therefore choose to study a smaller group of, say, 1000 smokers. These 1000 smokers would be our sample.
Variable & Constant:

Variable: This is a characteristic that takes different values in different persons, places …etc. It may be measurable, e.g. systolic blood pressure, weight of children in a school. or non measurable, e.g. sex (M, F).
Variables may be further sub-classified according to their scale of measurement.

1. Qualitative: A categorical variable, non measurable. e.g: (race, sex, bd.gr. place of birth, education, hair color, and eyes color ….etc).

· Nominal data (no order): sex of the baby, supervising consultant. These categories have no inherited order.

· Ordinal data (came in order) as social class (I…. V). These data fall into an order series of 3 or more categories.

Note: Binary variable have only 2 possible values as sex.
2. Quantitative: A numerical variable which may be taking some values it may be:

· Discrete: limited numbers of possible values e.g. no. of previous pregnancy, age, no. of bacteria, parity, no. of patients…etc.
· Continuous: taking some values in an infinity devisable range of values   e.g. birth weight (1500 – 4500 gm), exact age, height, weight, uric acid level, blood pressure...etc.

Table 1.1: Consecutive series of birth at a district general hospital
	Consultant
	Mother`s age 
(years)
	Mother`s

Socio-economic class
	No. of previous pregnancies
	Sex of baby
	Birth weight (gm)
	Singleton or multiple birth
	Mother`s

Length of stay after delivery(days)

	Mr Brown
	31
	I
	1
	F
	3460
	S
	2

	Miss White
	25
	III
	1
	M
	3740
	S
	3

	Miss White
	24
	III
	0
	F
	2790
	S
	4

	Mr Green
	30
	I
	1
	F
	3340
	S
	2

	Mr Black
	28
	V
	1
	M
	3920
	S
	1

	Miss White
	24
	I
	0
	F
	3250
	S
	3

	Mr Brown
	26
	V
	1
	F
	2875
	S
	2

	Mr Black
	23
	V
	0
	M
	2975
	S
	4

	Mr Green
	26
	IV
	1
	F
	3100
	S
	2

	Mr Green
	33
	I
	1
	M
	2910
	S
	1

	Miss White
	25
	V
	1
	F
	3455
	S
	2

	Mr Brown
	20
	V
	0
	M
	3795
	S
	4

	Mr Brown
	20
	I
	1
	F
	4070
	S
	2

	Mr Black
	32
	V
	1
	M
	2580
	M
	10

	Mr Black
	32
	V
	1
	M
	2655
	M
	10

	Miss White
	24
	V
	0
	F
	2510
	S
	4


Univariate, bivariate, and multivariate data

One way of looking at the data in Table 1.1 is to consider the variables one at a time. For example, we might start by concentrating solely on the birth weights and examine their distribution for all of the babies. This analysis would be classed as univariate as it incorporates a single item of information for each birth. Similarly, the subset of data concerning the sex of the babies is univariate.

Looking independently at the sex and birth weight of the babies tells us nothing about how the two are related to each other—for example, whether the boys tended to be heavier than the girls. To answer this question, we need data in the form of two variables. These are bivariate data comprising two linked pieces of information—the sex and the birth weight—for each baby.

More complex analyses might look at the interrelation of three, four, or even more variables using multivariate data. Table 1.1 is an example of a multivariate data set containing eight linked items of information for each birth.
Presentation (summarization) of Data
· Mathematical presentation (numerical)

· Tabular presentation (numerical)
· Graphical presentation 
The choice between numerical and graphical summary depends on the type of data under consideration, the information that is to be abstracted, and the circumstances in which it is to be communicated (in a written report, at a meeting, over the telephone, and so on). To some extent it is a matter of personal taste.

Tabular presentation 
Criteria of a proper table:
1. Simple. 

2. Understandable and self explanatory: 
· All symbols, codes, or abbreviations should   be explained in details in a  foot note. 
·  Each row or column should be labeled concisely and clearly
·  Units of the data should be clearly mentioned
·  The title should be clear, precise, and should answer the questions, what? Where? And when?
·  Totals should be shown
Graphical presentation of the data:
General principles:

1. Simple, no more lines or symbols should be used in a single graph than the eye can follow.
2. Self-explanatory.

3. The title can be placed at the top, or at the bottom of the graph.
4. When more than one variable or relation is shown on a graph, each should be differentiated clearly by a “key”.
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Figure 2.1 Bar chart based on data summarized in Table 2.1. Each diagnosis is represented by a separate bar, the height of which corresponds to the frequency of the diagnosis.
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[image: image2.jpg]Figure 1.4.3. Frequency polygon and histogram for Example 1.4.1.
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Symbols: 
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Where:     i  = 1,2,3,….etc…..,n

                 n = sample size = no. of events = no. of observation.
Quantitative Data: (numerical presentation)
A set of quantitative measurements can be summarized numerically by measures of central tendency (where the “middle” of the distribution of measurements lies) and of dispersion (how spread out the measurements are).
Measures of Central Tendency
1- Mean (arithmetic mean) or average : 
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The summation of Xi divided by the no. of observations where :
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For raw data

Characteristics of the Mean:
· A single value

· Simple, easy to compute and to understand
· It takes in consideration all values in the set (did not exclude any single value)
· Greatly affected by extreme value(s)
2- Median : 
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For ordered observations in an increasing order, the median is that measure (value) which divided the data into two parts 50% below it & 50% above it. 
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Characterized by:
· Simple, easy to computed, and easy to understand.

· Did not take in consideration all observations.

· Not affected by extreme values.

3- Mode: 
[image: image5.wmf]m
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The most frequent value (s) or the value which appear more frequent than the other. 

      we have 4 conditions 
a) No-Mode: When we don’t have any frequent in the values.
b) Uni-Mode: When we have 1 value frequent more than the other. 
c) Bi-Mode: When we have 2 values frequent more than the other.  
d) Multi-Mode: When we have 3 or more values frequent more than the other. 
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Example-1: 15 blood glucose levels (mmol/L) were recorded

[5.8, 4.3, 25.9, 5.2, 6.1, 3.9, 4.4, 5.6, 5.3, 4.5, 4.6, 3.8, 5.1, 5.4, 4.6]
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To calculate the median → Rank in ascending manner

[3.8, 3.9, 4.3, 4.4, 4.5, 4.6, 4.6, 5.1,5.2, 5.3, 5.4, 5.6, 5.8, 6.1, 25.9]
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Example-2: Cases of acute polymyositis of the back in 38 women. Duration of immobility (days):
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Mode → bimodal distribution (5 & 7 occurring in 7 patients each).

Measures of Variability (Dispersion):
1. Actual Range (Range): 
[image: image9.wmf]R


Is the difference between the highest & the lowest value where:
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2. Variance: sample V → S2 
population V →  
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The variance is the "arithmetic mean of the squared deviations". It takes into account the difference between each observation & its' sample mean:
E.g. if the data is: 1, 2, 3, 4, 5.

The mean for these data = 3
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   The difference of each value in the set from the mean:
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· The summation of the differences = zero
· Summation of square of the differences is not zero 
Return to example – 1:
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[image: image48.png]Table 2.1 Frequency count summarising the data presented in
Box 2.1, and showing proportions of pationts for each diagnostic

category.

No. of Proportion of
Diagnosis patients patients (%)
Cholelthiasis 12 25
Inguinal hernia 9 19
Cancer of colon o 19
Duodenal uloer 4 8
Cancer of pancreas 1 8
Cancer of rectum 3 3
Gastic ulcer 2 4
Cancer of stomach 2 4
Cancer of cesophagus 2 4
Oesophageal stricture 1 2
All diagnoses. a8 100








Note: the denominator will be n instead of n-1 in population V.
3. Standard Deviation: S or SD. 
It is a measure of variability which is the square root of the variance. It gives the real difference between each observation & it’s mean where:        
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4. Standard Error of the mean:
SEx 
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It measures the variability of the sample mean from population mean. 
Example – 3: Calculate the mean & SD of the systolic blood pressure for 2 groups of patients (mmHg).

Group I:- 
134
132
124
132
128

X
Group II:- 
110
140
118
150
132

Y
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Solution: 
S2x = 16 mmHg2

S2Y = 262 mmHg2


SDx = 4 mmHg

SDY = 16.2 mmHg

What we conclude?


The representation of data merely by a central value is incomplete. It needs to be accompanied by a measure of dispersion as well. Note that SD in group 2 (16.2) is four times than SD in the group 1, so we conclude that the variation in group 2 is nearly four times than group 1.
Notes: A statistic is a quantity calculated from a sample, 
The true quantities of the population are called parameters.
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Bar chart








Note: bar chart used for qualitative or discrete variables. 








Pie chart based on the data summarized in Table 2.1. Each diagnosis is represented by a segment of the circle, the area of which corresponds to its frequency as a proportion of all diagnoses.








Histogram


Note: for continuous data we use histogram instead of bar chart.





Map chart








scale line graph 


Cardiovascular Disease Mortality Trends  for Males and Females  United States: 1979-2002








Frequency Polygon: Another form of graphical presentation of quantitative variables.


It is similar to the histogram, but instead of using rectangles to present data, the midpoint of the top of each rectangle are plotted, and connected together by straight lines.
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Scatter diagram      →


A pair of measurements is plotted as a single point on a graph.


The value of one variable of each pair is plotted on the X axis and the value of the other variable is plotted on the Y axis
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