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Meaning of Statistics:

Statistics is concerned with scientific methods for

collecting, organising, summarising, presenting and analysing data
The word ° statistic’ is used to refer to

1. Numerical facts, such as the number of people living in
particular area.

2. The study of ways of collecting, analysing and interpreting

the facts.

Medical Statistics:

The Medical statistics deals with applications of statistics to medicine and
the health sciences, including epidemiology, public health, forensic
medicine, and clinical research.

* Some Basic Definition :

1- Population :-

A population is the group from which are to be collected.

2- Sample :-

A sample is subset of population A sample is defined as a set of selected
individuals, items, or data taken from a population of interest.

3- Variable :-

A variable is a feature characteristic of any member of a population
differing in quality or quantity from one member to another.

example , The variables to measure or observe might be the height ,
weight , gender , etc .

Types of Variables :

1- Quantitative Variable :

A Variable differing in quantity is called quantitative Variable , for
example , the weight of a person , number of people in a car.
Quantitative Variable are represented by symbols ( X,Y,Z).

Can be sub — classified into :

*- Discrete Variable :

Number of nights spent in hospital

Number of courses of a given drug prescribed during the study period
Age at last birthday

Number of cigarettes smoked in a week


http://en.wikipedia.org/wiki/Statistics
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* Continuous Variables :

Blood pressure

Lung function, for example peak expiratory flow rate (PEFR)

2- Qualitative Variable :

A variable differing in quality is called qualitative variable or attribute ,
for example , color , the degree of damage of a car in accident.

There are two subdivisions of statistical method:

(A) Descriptive Statistics : it deals with the presentation of numerical ,
or, data, in either table or graphs from , and with the methodology of
analyzing the data.

(B) Inferential Statistics : it involves techniques for making inferences
about the whole population on the basis of observation obtained from
samples.

Scales Used to Measure Variables:

1- _Nominal: Gender — respondents can be male or female

2-Ordinal: It is used for the ordered variables (when there is degrees in
the variables so we can put them upon each other, in the scale (ex. if
the variable is the damage that is caused by a cancer we can put it in
categories according to the degree of damages to systems of the body).
3-Interval Scale: Usually not begin from zero (ex. the temperature
when we say zero, no mean that there is no temp). i.e. zero, less than,
or more than.

4-Ratio Scale: It usually begins from more than zero and it’s mainly
used for quantitative variables.

Data type :
1- Grouped Data.

2- Ungrouped Data.

Representing Grouped & Ungrouped Data in Graphs:

Data recorded in experiments or surveys is displayed by a statistical
graph. We will discuss eleven types of statistical graphs. Choosing
which graph is determined by the type and breadth of the data, the
audience it is directed to, and the questions being asked.

Each type of graph has its advantages and disadvantages. Consult the
table below when choosing a graph.
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Type of Graphs Example Type of Graphs Example
PiCtograph Map Chart Persons without health insurance in 1990-93
Good grades on spelling test ~
A pictograph uses | Ted | © @ A  map chart g,,l\
an icon to represent a | say |© @ @ displays data by &
quantity of data values | vay | @ shading sections of a
in order to decrease the | ciis | @ @ map, and must include
size of the graph. A a key. A total data| . o e
key must be used to KEV: @) By number should be| “° o
- - 800 + scores -
explain the icon. included.
Line Plot Histogram
. g Cigarette Smokers in 1992
A line plot can be
used as an initial A histogram | = eexe L
- . . fo 34 yre 0
record of discrete data displays  continuous | s Males 26%
X - 4510 64 yrs '
values. The range : data in ordered | s soe
determines a number Lo X columns.  Categories
line which is then| , 1wy wax 1 ¢ |are of  continuous | esus [l
plotted with X's for Wm measure such as time, | o Fones 255
each data value. s inches,  temperature, | " i)
etc.
Bar Graph
Pie Chart A bar  graph Fastest Growing Occupations

A pie chart displays
data as a percentage of
the whole. Each pie
section should have a
label and percentage.
A total data number
should be included.

Consumer Expenditures in 1992
Avg total expenditures: $29.846

displays discrete data
in separate columns.
A double bar graph can
be used to compare
two data sets.

Categories are
considered unordered
and can be rearranged
alphabetically, by size,
etc.

1992-2006

Home heethaices | 155
Huran servics vorkers | 157
Persondland hore careaes. [ ] 3
e
Sylrmanalyg [ i
Physicel, cometive therepyacs: [N~ 0%+
Physice et [ 5%
Prckerls [ 6
Qooupatorel beepyassts [0 74
Blectonic pagielon systemsvotkes [ 754
Specialeducalion feachers I
Medicalasr: [ 7'
Fivaledetecties [N~ 7%
Conectonsofcers TN 74
Ohldc e o]
Tewlagns ] 08¢
Fadiologiclechnologiets —_—— | 5%
Nursry o] orters |~ 329
Medicel ecords kechnicians [N~ 52
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Frequency Polygon Line Graph
Vistors b‘;l Lt ish Date

A frequency | .. A line graph plots | | .
polygon can be made | ~ continuous data as o ]
from a line graph by | . _—— | points and then joins o
shading in the area| * = || them with a line. 3*::
beneath the graph. It| . —| Multiple data sets can | | 7,
can be made from a} * be graphed together, e
histogram by joining o or or o but a key must be used. d_F g
midpoints  of each T o
column.

Type of Graphs Type of Graphs
Stem and Leaf Plot Box plot
- % A box plot is a| =

Stem and leaf plots . - concise graph showing a
record data values in| . 1] the five point | T ——
rows, and can easily be | 7~ ™ | | summary. Multiple box ﬁ
made into a histogram. » JA%F plots can be drawn side T
Large data sets can be i - by side to compare
accommodated by R more than one data set. Sopi s

splitting stems.
Scatter plot

A scatter plot|

displays the -

relationship  between |
two factors of the ®

experiment. A trend #F

line is used to 10

=9

-~

—r—

-
T

-

determine positive, o 2 4 s
negative, or no
correlation.
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FREQUENCY DISTRIBUTION

A frequency distribution is constructed for three main reasons:

1. To facilitate the analysis of data.
2. To estimate frequencies of the unknown population
distribution from the distribution of sample data and

3. To facilitate the computation of various statistical Measures

Steps of construction a frequency distribution :

1- Number of Classes
value :-
* k (no. of intervals = 1+3.322 logn )
where n : no. of observations .
* the number of classes should be no fewer than six and no more
than 10.
A simple formula could be used to find the total number of classes.

2- Find the range. The range in a distance between the lowest and
highest values observation.
R (‘the range ) = Xmax — Xmin
3- Compute the width may be determined by dividing the range ,
by k , the number of class intervals symbolically , the class interval
width , given by :

R
W= e
K
4 - Class Limits :

The class limits are the lowest and the highest values that can
be included in the class. For example, take the class 30-40. The lowest
value of the class is 30 and highest class is 40. The two boundaries of
class are known as the lower limits and the upper limit of the class. The
lower limit of a class is the value below which there can be no item in the
class. The upper limit of a class is the value above which there can be no
item to that class. Of the class 60-79, 60 is the lower limit and 79 is the
upper limit, i.e. in the case there can be no value which is less than 60 or
more than 79. The way in which class limits are stated depends upon the
nature of the data. In statistical calculations, lower class limit is denoted
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by L and upper class limit by u.

5- Mid-value or mid-point:

The central point of a class interval is called the mid value

or mid-point. It is found out by adding the upper and lower limits
of a class and dividing the sum by 2.

(i.e.) Midvalue = L +U/2

For example, if the class interval is 20-30 then the mid-value is

20+ 30 Py
2
6-find the frequency for each class.
7-true limits.
Note:

Frequency:Certain quidelines should be followed :

If the data values are integer , the lower limit of the first class
should be 0.5 less than the lowest data value. The mid point of the
class should bean integer.

Cumulative frequency distribution

The cumulative is a progressive total of the frequency. The cumulative
frequency of score gives the number of scores equal to or less than , that
particular score.

There are two types of cumulative F.D. :

1- Ascending accumulation.
2- Descending accumulation.

Relative Frequency Distribution :

The proportion of value in each class , it is determine by dividing the no.
of observation in interval by total no. observation.
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Example: the weight of 57 subjects is as the follows:

Solution:

n=>57

k=1+3.322log(n) =1 + 3.322 log(57) = 1 + 3.322 (1.7559) = 7
Range = max. — min. 79 — 12 = 67

Class length=R/K=67/7=9.6 =10

Class M-i ‘ 'I"ru.e Ascending : Relative
Frequency | Point | limit Cumulative | descending
Interval E— Cumulative | Frequency
Frequency
10-19 5 145 | 9.5-19.5 5 57 8.772
20-29 19 245 | 19.5-29.5 24 52 33.333
30-39 10 345 | 29.5-39.5 34 33 17.54
40— 49 13 445 | 39.5-49.5 47 23 22.8
50 — 59 4 54.5 | 49.5-59.5 51 10 7.0
60 — 69 4 64.5 | 59.5-69.5 55 6 7.0
70-79 2 74.5 | 69.5-79.5 57 2 35

EX1//
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The Wight of 40 subject in as the follows :

Class Frequency
interval
118-126 3
127-135 5
136-144 9
145-153 12
154-162 5
163-171 4
172-180 2
Class Frequency | Mid point True F.D. F.D.
interval Limits | ascending | descending
118-126 3 122 117.5-126.5 3 40
127-135 5 131 126.5-135.5 8 37
136-144 9 140 135.5-144.5 17 32
145-153 12 140 144.5-153.5 29 23
154-162 5 158 34 11
163-171 4 167 38 6
172-180 2 176 40 2
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EX2//

The Wight of 40 subset in as follows , Find Relative Frequency:

Class interval fi
118-126 3
127-135 5
136-144 9
145-153 12
154-162 5
163-171 4
172-180 2

> =40

Class interval fi Relative Frequency
118-126 3 7.5
127-135 5 12.5
136-144 9 5.0
145-153 12 30.0
154-162 3) 12.5
163-171 4 10.0
172-180 2 5.0

S=40
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Mathematical Presentation :

(A) Measures of central Tendency although a frequency distribution serve
useful purpose , there are many situations that require other types of data
summarization , what we need in many instances is the ability to
summarize data by mean of just a few descriptive measures.

(B) Descriptive measures may be computed from the data of the sample
(called statistic) or the data of population (called parameter)

The most commonly used measures are :

1- Arithmetic Mean.

2- Median.
3- Mode.

4- Geometric Mean.

1- Arithmetic mean:

The arithmetic mean — or simply mean is computed summing all the
observation in sample and dividing the sum by the number of
observations symbolically , the mean is represented by :

For Population

For Sample

Ungrouped

Grouped Data

Ungrouped

Grouped Data

fi%)
="

n

10
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K : Symbol of population mean (Parameter).
X : Symbol of sample mean (statistics).

X; - Value of every unit.

N : Population size.

. Sample size.

: Normal frequency.

: No. of classes.

N -h S

Advantages of the mean:
1. Itis a unique (single no.): that converts all data into a single no.

2. Simplicity: Simple & easy
3. Take in consideration all the values.

Disadvantages of the mean:
It is greatly affected by extreme values (the biggest and the smallest).

EX1//
The mark obtained in 10 class test is are :
25-20-20-9-16-10-21-12-8-13

Solution ///
__n
The mean= X = ) x/n
i=1

25+20+20+9+16+10+21+12+8+13

EX2//
The following data represents income distribution of 100 families ,
calculate mean income of 100 families.

class fi

30-39 8

11
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40 - 49 12
50 -59 25
60 — 69 22
70-79 16
80 -89 11
90 — 99 6
Find the Mean..
Solution //
class fi Mid Point fi xi
30-39 8 345 276
40 — 49 12 445 534
50 -59 25 54.5 1362.5
60 — 69 22 64.5 1419
70-79 16 74.5 1192
80 -89 11 84.5 929.5
90— 99 6 94.5 567

Weyet N= > fi =100
> i xi = 6280

n
Y fixi
i=1

12
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2- The Median :

Median is defined as the middle item of all given observation arranged in

order. For ungrouped data, the median is obvious.

In case of the number of measurement is even , the median is obtained by

taking the average of the middle.

* |If there are an odd number of scores the median is the middle score:
N+1

Median = --------

EX// 1,35,7,8,13,15,17,18,21,23
Find the Median..

Solution //
_ntl
M = - =11+1/2 = 6

* If there are an Even number of scores , the Median is the Midpoint
between the two middle scores :

Median = (5 ,~+ 1)

EX/ 1,3,6,7,8,13,15,17,18,23

Solution //
Median :(g g +1) =(5,6)

= (8+13)/2 = 105
Note !
When determining the Median , you must arrange the scores in ascending
or descending order first.

For Grouped data :
(> fi/2)-Fi

The 1% steps is compute the ascending cumulative frequency table , and :

13
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L1 = The lower actual limit for median class.

> fi = The summation of the normal frequency.

Fi = The cumulative frequency at the beginning of the median class.
fi = The normal frequency of the median class , and can compute by:

fi = cumulative freq. at the end of Median class _
cumulative freg. at the begin of Median class
w = The class length.

Advantages of the median:
1. Itis aunique (single no.): that convert lots of data into a single no.
2. Simplicity: Simple & easy to be calculated and understood.
3. Not effected by extreme data.

Disadvantages of the median:
It is neglect all the values and take only the median one (the central value

only).

EX /I
Find The median for the following frequency table is :
Classes fi
8-10 5
11-13 7
14 -16 10
17-19 15
2022 8
23-25 3
26 — 28 2
50

14
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Solution //
Classes fi Ascending cumulative True limits
8-10 | 5 5 75-105
11 - 13 7 12 10.5-135
14 - 16 10 22 135165
17 -19 15 27 16.5-195
20— 22 8 45 195-225
23 -25 3 48 225-255
26 — 28 2 50 255-285

50

L1=16.5

F=22

fi=15

w=3

. (> fi/2)-Fi

Me=L1+ [ .................. ] *\W

Fi
_ 25 -22
Me = 16.5 + ( ------------- ) *3
15
=171
3- The Mode :

The mode is the observation that occurs most frequently if all values are

different there is no mode.

On the other hand, a set of values are may have more than on mode.
The mode is not the greatest variable is the variable that is repeated the

greatest no. of times.

The mode for grouped data is :

dl

dl +d2

The 1% step: the mode class = the class that is the most frequent.
L1 = upper actual limit of the class that come before the mode class.

15
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d1 = the distance between the frequency of the mod and the frequency of

the class that come before the mode class.
w = the class length or width.

EX// Find the mood

10, 10,2,2,5,7,9,8,9,9

Solution :

Mo =9

EX// find the mood

Class frequency

150 — 154 3
155 — 159 7
160 — 164 10
165 — 169 15
170 - 174 8
175 -179 5
180 — 184 2

Solution //

L1= 1645

dli=5

d2=7

W =

L 5

Mo= 1645+ (------ ) *5

5+7
= 166.6

Advantages of Mode :
1- It is easy to understand & easy to calculate.

2- It is not effected by extreme values or sampling fluctuations.

3- It is always present within the data.
4- It can be located graphically.

disadvantages of mode :
1- It is not rigidly defined.

2- It is not based upon all values of the given data.

3- It is not capable of further treatment.

16
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* Relation between mean and median and mood :

17
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Measures of dispersion

Knowing a distributions central tendency is helpful , but it is not enougf.it
is also important to know whether the observations tend. To be quite
similar (homogenous) or vary considerably heterogeneous.

To describe variability,measures of variation have been devised. The
most common of these are the

1 —the range

2 —the variance

3 — the standard deviation

4 — the standard error of the mean

5 — the mean divition.

1 —range : the range is defind as the difference in value between the
highest (maximum) and lowest (minimum) abservation:

Range = X;uax — Xmin

The range can be computed quickly but it is not very usful because it
considers only the extremes and does not take into consideration the bulk
of the observations.

Example.
x;=9-7-12-15-3-4
R=15-3=12

2- The varians.

When the values of observations lie close to their mean, the dispersion is
less than when they are scaitered over a wide range. If we could measure
dispersion relative to the scalter of the values about theire mean. Such a
measure is realized in what is known as the variance.

, _ Ll —w?
g2 =2t P

N
or un grouped data

, NYxi-(Ex)?
o? = e

Where o2 is the variance of population

18
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2 Y, fi(x; — w)?
o° =
2 fi
or
rouped data
5 - Cfex? | I
R |
2 fi
And the formula for sample
-\ 2
X;— X
s? = % n < 60
or ungrouped data
-\ 2
X; — X
And
,  Xfilxi—%)?
S¢ =
Q-1
or rouped data
52— Cfix)?] 9
P Y/
Q-1
Example 1
Find the variance
71,25 ,25,54, 83
Solution
X X; — X (xl- — f)z
7.1 1.94 3.7636
2.5 -2.66 7.0756
2.5 -2.66 7.0756
5.4 0.24 0.0576
8.3 3.°14 9.8596
Total 25.8 0.00 27.832
n=5
_ . 25.8
X = & = = 5.16

n 5
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2 Tlxj—x)?
T n-1

S

__27.832 27.832

= = = 6.958
5—1 4

b) Find the variance for the following frequency table (grouped data):

Normal
Classes | frequency

(i)
60-62 5
63-65 18
66-68 42
69-71 27
72-74 8
Total 100

Solution

Normal | Class filx; — x)?
Classes | frequency | mid-point
(fi) (X))

60-62 5 61 208.01
63-65 18 64 214.245
66-68 42 67 8.505

69-71 27 70 175.56
72-74 8 73 246.42

Total 100 852.75

2= Y fi (x; — X)?

Qf)-1
The arithmetic mean = (6745 / 100) = 67.45
,_ 85275 _ .
100—-1

20
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Stander deviation
It is the square root of the mean of the squared deviations from the
arithmetic mean. It is denoted by the small greek letter o (sigma).

S.D =s=1s2
Example

Find S.D of data
4,65,8,7

Solution

le' = 30

2_Z(Xi—az)z_4+0+1+4+1_10_25
ST a1 T 4 —h T~
S.D=13/s2
=3/2.5

=1.58

F=%fi_¢
n

4- The standard error of the mean

standard error of the mean is measures the variabThe standility of the
mean of asample as an estimation of the true value of the mean of
population from which this sample has been (i.e to indicate the degree in
which the sample mean reflect the population mean).

SE= SD

=l

5 — the mean divition.

the mean divition is also known as the average deviation. It is the average
difference between the items in a distribution and the median or mean of
that series.

M.D = @} ungrouped data

21
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And sam formula as discrete series

MD Zfl

Zfl
Where
f; = normal frequence
x;= the class mid point

} grouped data

Example 1
Find M.D for data
2.8.,3,7 ,6,4

M.D

.—|c\|»—x

%3+3+2+2+1+1]=2

Exampla 2
Find M.D for data

[12—=5]+18—=5|+|3—=5|+|7—=5][+|6—5]|+[4—5]]

class f; Mid point |x; — X| filx; — X|
15-19 3 17 16.5 49.5
20-24 5 22 11.5 57.5
25-29 7 27 6.5 45.5
30-34 15 32 1.5 22.5
35-39 16 37 3.5 56
90-44 8 42 8.5 68
15-49 4 47 13.5 34
58 353
X = 33.55
M D—Z fllxl XI
2 fi

_ 3(16.5)+5(11.5)+-+4(13.5) _

= - =

M. D_353

58
=6.086

22
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Relative variation measure

Coefficien of variation

Standard deviation isusful as a measure ofv variation with in agiven set of
data . When one desire to compare the dispersion in two set of data ,
however comparing the two standard deviation may lead to fallacious
results.

cV=24100
X

Example
Suppose that two sample of human males tield the following results.

Sample 1 Sample 2

Age 25 years 11 years
Mean wight 145 pounds 80 pounds
S.D 10 pounds 10 pounds

Compute C.V for two sample .
CVv= ~ * 100

c.Vi= 22 4 100=6.9
145
C.V2= g +100=12.5

C.V of sample 2 larger than C.V of sample 1

Dispersion of sample 2 larger than C.V of sample 1

23
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(B) Inferential Statistics

And was included two main parts :

1- Estimation :

That a meaning find the estimated values of inference from it to exact
values from the sources of information ( These estimation values are ,
either point estimation or interval estimation ).

2- Test of Hypothesis :

( Including testing the NULL Hypothesis CHO ) to making the primary
inference for the study to resaved the aim of reject or accept the NULL
hypothesis.

The steps of testing the Hypothesis:
1. Specification of the form of the population distribution:
a. Parametric Statistical Methods.
b. Non-Parametric Statistical Methods.

2. Formulation of the Null & Alternative Hypotheses, H0 & H1

3. Selecting the level of Significance or probability level or error
level.
4. Selected the Statistical test.
5. Summation the data from the sample and calculate the test-statistic.
6. Conclusion.
a. Parametric Statistical Methods:

-test:

this test is used to compar a sample mean to the average community.
Also called student test, and is applied in the following situations:

1- one sample T Test

2-independent sample T Test

3-paired sample T Test

) tzy—gk for one sample.

Jvn
y =mean of sample
k =assumed population mean
s=sample standerd divition
n=size of sample

24
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Example

Compare the average diabetic healing of patients in hospital with average
for patients whose estimated 2.5 for the same disease,when the level of
significance of 0.05

Sample: 38 41 34 29 33 25

Solution:
Hyky=2.5

y-k=0.83
S2=0.3386

Sd=0.5818
Se=0.2375

_y-k
=5

Jn

t=0.83/0.2375=3.494

t(0.05) = 1.832

£(0.05) < t

. reject zero hypothesis

2-independent sample T Test

Statistical method used to detect significant difference between medium
separate sets the continues data like detecting the difference between
arthimetic of male and arthimetic of female.

Il)t:(%_YZ)_(M_’Lé) if O =0, and unknown

R B

nn

25
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._(N-1S+n, —l)Sz

p
n-+n—2
y1 =mean of first sample
y, =mean of second sample

s?=variance of first sample
sZ=variance of first sample

= A common variation samples

d. f.=degree freedom

Example

. dt.=n+n-2

Took two sample of male and female thalassemia pattients and spotted

the following results

female male
n 10 12
y 715 68
S 6 8

average female Question can you find that healing is greeater than the
average male healing when this =0.1

Solution:
Hy:py — p12=0
Hyipy — p2>0

S = (N 1§ +(n 1S

n-+n—2
s#=36
s2=64
s2=51.4

= (=¥)—(u—u)

S, |=+=
nn

_(71.5-68) -0

514 514
10 T 12

t=1.14

26
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t=1.14<t(0.1)=1.28
So iwill accept the zero hypothesis

3-paired sample T Test

Used to compre the average two sets associated with any of the same
group its called a test (pre , post ).

Like comparing the average cure diabetes before and after taking the
course treatment.

t = 2D
~ /nxDZ— (X D)?
n—1
Example:

If we have a group of (8) students and their academic achievement scores
were recoreded before and after applying the performance improvement
program, required are statistically significant differences exist between
the midde two applications «=0.05 .note creitical t =2.365

Solution:

Ho:py = pip
Hy'py # py

Pre. post D D?

10 12 2 4

50 52 2 4

20 25 5 25

8 10 2 4

115 120 5 25

75 80 5 25

45 50 5 25

170 175 5 25

Z D =31 Z D? = 137
t = > P
JynYD? — (X D)?
n—1

27
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31

= V8(137) — (31)2
8— 1

= 7.059

Since calculated t=7.06
creitical t=2.365
reject H, & accept H;

conclution there is a significant difference degree pre. Post.

2- Z- test:
Used when the standard deviation is known unlike t test.
_ X—HUo
) z=45— for one sample.
I\

X :sample maen

Uo :sample population

o :standard deviation of population
n :sample size

P. value

More statistical programs used P. value for the purpose of imposing

accept the zero hypothesis.
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H,|
yes
10 | Pvalue =3%
Accept H,

Reject Hy the null hvpothesis
the null hypothesis
casses of the P. value

1- Ho:p = py P.value = [z < z_4]
Hyp < po
Hy:u < g P. value = [z < z.4]

Hyu > po

Ho:p = 1o P.value = 2P[z > z.4]
Hyp # po

Example
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X Ho o n

16 20 11 36

Sloution:
7 = 9;—110
N

P(Z<-2.18)=0.0146

reject the zero hypothesis.
Ho:p = po

Hy'p < po

P. value = [z < z.4]

a. Non-Parametric Statistical Methods:

In many of the nonparametric statistical tests, the data are changed from
scores to ranks or even to signs. Such methods may arouse the criticism
that they “do not use all of the information in the sample” or that they
“throw away information”.

Types of Nonparametric Statistical Tests:

There are many types of nonparametric statistical tests, some of them as
follows:

The Chi-Square Family, Tests.

The Kruskal-Wallis One-Way Analysis of Variance by Rank.
The Friedman Two-way Analysis of Variance by Ranks.

The Wilcoxon-Mann-Whitney Family, tests.

The Durbin test for Incomplete Block Designs.

The Cochrans Test for Related Observations.

The Binomial Test (the single-sample case).

The Kolmogorov-Smirnov One-Sample Test.

. Test For Distributional Symmetry.

10 The One-Sample Runs Test Of Randomness.

11.The Change-Point Test.

12. The McNemar Change Test.

oCoNOOR~LODE

1) The Family of Chi-Square Tests:
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1. The Chi-Square Goodness-Of-Fit Test: in this test we use absolute
numbers. Discrete variable in one sample is compared with another
discrete variable in another sample. Which can call the test of
goodness of fit (%) or test of independences?

P :ZJZ(QJ%JE'J)Z , d.f.=(r-1)(c-1)

Where: Q;= observed value.
And  E; = expected value. And equal (TR*TC))/TT .

The table is:

- C, 1 C | C|Cs| Cs [TR
Rl Oll O12 013 O14 O15 TRl
RZ O21 O22 O23 O24 O25 TRZ

Rs

R4

Rs | Os - - : Oss
TC; | TCy | TG, : : TCs | TT

Example:

Distribution by socioeconomic class of patients admitted to self-
poisoning (sample A), and gastro-enterological (sample B), units. Here
we are going to see if the distribution according to social class differs
among the two samples.

Socioeconomic
class
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First we put forward the null hypothesis of no difference, with an
alternative hypothesis that there is a real difference in the distribution
according to social classes among the two samples.

The first step is to calculate the expected value for each cell. This we can
do as follows:

E(expected value) = (Row total * column total) / (grand total of the value)
For instance if we want to calculate the expected value of
17=(22*155)/289=11.8, and so on with each cell. Then we will construct a
table and as follows:

Expected number

A B
11.8 10.20

24.67 21.33

39.15 33.85

48.81 42.19

30.57 26.43
155 134

We have to notice the following:
I. The sum of the expected numbers is always equal to the sum
of the observed.
Ii. The sum of the differences between the observed and expected
numbers always comes to zero.
iii. Each difference for sample A is matched by the same figure
but with opposite sign for sample B.
Now we apply the equation of the Chi-square:
Chi square = 3.314 + 3.833 = 7.147
Then we calculate the degrees of freedom as follows:
d.f. = (number of columns -1) * (number of rows -1)
= (2-1)*(5-1) =14
They we use the chi square distribution Table, and we enter at the degree
of freedom of 4 and see where our calculated chi square is located. It is
located between 3.357 and 7.779, we follow the columns up to get the
probability, which we find it lies between 0.05 and 0.01, we express our
result as 0.05 > p > 0.01. the value is much more above 0.05 level, so it
Is found that there is no significant difference in the distribution among
the two samples, so null hypothesis is not disprove.
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Analysis of variance (ANOVA)

Use the test to compare the averages of three samples to more than one
independent variable. Like comparing of thalassemia patients healing

from three different hospitals.

1- one way anova
2- two way anova
3- three way anova
4- multy way anova

Example:

a b c

10 |2 |3

20 |4 6

30 |6 9

40 |8 11

50 |10 |13

| total | 150 |30 |42 [222(T.)|

1-

Ho'pa = pup = Uc

H,: one of the averages at least different

F(CAL)>F(TAB)
reject zero hypothesis

N=nl+n2+n3
N= 5+5+5=15

3-

C.F

2 2

C.F =T =
N 15

4-

SST=Y Y2 —C.F

=3285.6

SST=[102 + 202 + - + 132] — 32856
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SST=2850.4
5-
Yi 2
SSA = Z(n) —C.F

0)?
5

2 2
SSA= [(1550) 4+ 8 +(4z)]—3285.6

SSA= 1747.2
6- SSE
SST=SSA+SSE
SSA=1747.2
SST=2850.4
SSE=2850.4 - 1747.2=1103.2
7-
N=15 , K=3
df(A) =K-1
=3-1=2
df(A) =N-K
=15-3=12
df(A) =N-1
=15-1=14
8_
F MS df SS
MSA SSA |K-1 SSA
F =— _
Msg | M54 K1
N-K SSE
MSE = ——
N-1 SST
F MS df SS
9.5 873.6 2 17472
91.93 12 1103.2
14 2850.4
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F(CAL)>F(TAB)
9.5>3.89
reject zero hypothesis
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Correlation and regression

Introduction:

In practical appications, we might come across certain set of data,where
each item of the set may comprise of the values of two or more variables.
Suppose we have a set of 30 student in a class and we want to measure
the heights and weights of all the students.we observe that each individual
(unit) of the set assumes two values , one relating to the height and the
other to the weight. Such a distribution in which each individual or unit of
the set is made up of two values is called a bivariate distribution. The
following example will illustrate clearly the meaning of bivariate
distribution:

1 -in a class of 60 students the series of marks obtained in two subjects by
all of them .

2 -the series of sales revenue and advertising expenditure of two
companies in a particulare year.

3 -The series of ages of husbands and wives in sample of selected married
Example:

The folloing data are the height and weights of 15 students of a class.
Draw a graph to indicate whether the correlation is negative or positive:

Heights (cms.) Weights (kgs.)
170 65
172 66
181 69
157 55
150 51
168 63
166 61
175 75
177 72
165 64
163 61
152 52
161 60
173 70
175 72
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2-linear and non — linear correlation.

The correlation between two variable is said to be lineare, if the change of

one unit in one variable result in the corresponding change in the other
variable over the entire range of values.

The coefficient of correlation:

806 CHAPTER 11. ASSOCIATION BETWEEN VARIABLES
" =
— .. L ] L
r=0.998 .--l- "1 L
.-.' [ mman = " =
: ll--- X 5 :
...
-® r=0.278
-
x x
1 Large Positive Correlation 4. Small Positive Correlation
" r=0061
n =
L ] L] - =
Y -. - 5 Y .-: I-_..- .-. L] » -
m
L - -
- - =
r=-0.817 B R
By
A X

LN ]
R r=-0.374
= = un ol L
- - -n -. -
Y .. L Y B
L
L] = ':"-' ]
r=0.487 2 =
[]
L]
X

3. Modest Positive Correlation 6. Modest Negative Correlation

Figure 11.3: Scatter Diagram and Correlation Coefficients for Six Different Rela-
tionships
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Pearson’sr

Pearson’s r summarized the relationshib between two variables that have
a straight line or linear relationship with each other.

o nYxy — (Zx)Qy)
O 00Ny - Xy

Example

What is the Pearson’s correlation coefficient for MDI and linguistic
skills?

ORI INN R

ﬁmmmhooox@

NN FNEN g VoY L §
I NN FNFN

[EEN
(6]

15

MNI\JI\JI\JAUJR

L nyxy - QXxQy)
b - E0D0Iy? - (Ey)?)

6(24) — (15)(9)

L V(6 x 41 — (15)2)(6 X 15 — (9)2)

p

144—135 _ 9 9

:\/(246—225)(90_81)_ /189 =395 0.65
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Spearman’s correlation coefficient

The Spearman’s rank correlation coefficient is very useful , and r

Latively easy, statistic to calculate, When at least one of the variables has
no more than an ordinal level of measurement, the Spearman correlation
is often used.The Spearman’s rank correlation coefficient between x and

y is defind as

_ 6% D}
s =1 nn2-1)

Example

The data given below are obtaind from student records.
Calculate the rank correlation rg from the data.

number X y Rank of x | Rank of y D DZ
1 8.5 | 2300 7 5 2 4
2 8.6 2250 5 7 -2 4
3 9.2 2380 3 2 1 1
4 9.8 2400 1 1 0 0
5 8.0 | 2000 8 9 -1 1
6 7.8 | 2100 9 8 1 1
7 9.4 2360 2 3 -1 1
8 9.0 2350 4 4 0 0
9 7.2 2000 10 10 0 0
10 8.6 2260 6 6 0 0

N =10

DZ =12

12
rs=1-6 10(100—1)

1-0.0727 =0.9273
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Linear regression

Linear regression gives the equation of the straight line that describes
how the y variable increases (or decreases) with an increase in the x .

The equation of the regression line is

y =a+bx
b= n)xy—-x)Xy)
n(} x?)—- (X x)?
_ XLy-bX¥x
Example !
number X y x2 Xy
1 2 7 4 14
2 4 5 16 20
3 3 4 9 12
4 6 3 36 18
5 8 2 64 16
6 1 9 1 9
24 30 130 89

_nXxy-QEx)Qy)
n(Xx*)-(Xx)?

z XiYi=89

_ 6(89)—(24)(30)
"~ 6(130)-576

=-0.91

a:Z y-bY x

n
_30-(-0.91)24
6

a=8.64
y =a+bx
=8.64 +(- 0.91) x
=864-091x1

=7.73
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ANOVA
IMNVEST
Sum of
Sguares df Mean Square F Sig.
Between Groups |93010.000 1 93010.000 34.571 oo
Within Groups 22680.000 8 2835.000
Total 12064900 9

a5 ad ey ¢ s sl () 5ol L il ANOVA Alasid sie
(F) &dbas) sty (NULL & ALTERNATIVE HYPOTHESIS) Jlly
- A gaal) Aadll cpa yiS) A guunall

CORRELATION ks ¥

Lla ¥ Jabee s 75l g Lol jY) Jalas s (R &l il (3 230 (g A8Mad) ild
a5l Al Cray 581 13) 5 el mamall a5l 5 o sl mamaall aa gl A = ) i
O el o 381 13 s (Sl 5 ¢ fan Ay g8 Gyl Cnd Clpsiall (Bl O ixy 1268
¥ 5ial ANALYSE <Y J3a o lan b 28301l o a1y jiuall
Al Snt D el a3l 45LE b 2y ey CORRELATION

Correlations
INVEST SALARY
INVEST Pearson Correlation 1.000 .895™
Sig. (Z2-tailed) : .000
™ 10 10
SALARY Fearson Correlation .8a5* 1.000
Sig. (2-tailed) .oon .
M 10 10

*=_ Correlation is significant atthe 0.01 level

REGRESSION (il jlassy)
el X g i) il y o) Cus dplad AN A8De A e o paaie G 483l ALY
M SN oS5 el el 8 pail) ey (o3 5 el ) Jiiinal)

y=a+bxl
3333 2 ANALYSE 4asi )l 2331 ;0 REGRESSION (oo il o) jlialy elly
oLl pria ge s Lal @l dalaldl o280l & <l ppiall
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i Linear Regression I
“edue Dependent: —
# salary » I@ expen
Hsex Paste
Hrevious | Block 1 of 1 Next Reset
Independent(s): Bz
Help

& educ
>
Method: IEnter 'l

Selection Variable:

2] _Fute.. |

Case Labels:

]
WLS >> | §tatistics...| Plots... | Save... | thinns...l

BA 8 Al ¢ jeidl s (INDEPENDENTS) Ll b Al ¢ jaial) apaas o)
Olas ge (F) ddbasly bl ¥ dalae yaaiy miliill ey (DEPENDENT)
-5l Toa e A LS Hlaasyy

Model Summary

Adjusted Std. Error of
Model F F Sguare R Sguare the Estimate
1 g0 G55 5498 52.52

a. Predictors: (Constant), EDUC

ANOVAP
Sum of
Model Sqguares df lMean Sguare F Sig.
1 Regression |31450.909 1 31450.909 11.403 0157
Residual 16548.091 B 2758182
Total 48000.000 7
8. Predictors: (Constant), EDUC
b. Dependent Variahle: EXPEN
Coefficients®
Standardi
zed
Linstandardizer Cneflicirn
Coeflicients 1=
hodel B Std. Error Beta t Sig.
1 (Constanty 78.182 41.895 1.866 111
EDUC 67 636 20.030 809 3,377 015

a. Dependent Variable: EXFEN
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35n g sl nall sl gl e 8 0.809 s bl ¥ Jalas s Y=78.182+67.636X
(INVEST & EDUCATION) <l juaiall 4, 8 483
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